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Chapter 1

Miscellaneous

This chapter is of preliminary character. We present several notions and results which build upon

the foundations of point-set topology known from the basic courses on analysis. These topics

serve as a bridge to the more advanced circles of ideas and theorems investigated in the later

chapters of this specialised course.

§1. Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

§2. The one-point extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

§3. Separation axioms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

§4. The Tietze extension theorem. . . . . . . . . . . . . . . . . . . . . . . . . . 13

§5. Paracompactness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

§6. Paths and homotopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

§7. Connectedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

§8. The free product of groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

§9. Colimits of groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.1 Embeddings

Speaking informally, we shall say that a topological space <X, T > is embedded into another
one <Y,V>, if we can consider it set-theoretically and topologically as a subspace of <Y,V>.

Definition 1.1.1. Let <X, T > and <Y,V> be topological spaces, and ι : X Ñ Y a map. We
call ι an embedding of <X, T > into <Y,V>, if its corestriction ι̃ : X Ñ ιpXq is a homeomorphism
of <X, T > onto <ιpXq,V|ιpXq>.

Lemma 1.1.2. Let <X, T > and <Y,V> be topological spaces and ι : X Ñ Y . Then ι is an
embedding of <X, T > into <Y,V>, if and only if ι is injective and T is the initial topology of
V induced by the one-element family tιu.

1



2 CHAPTER 1. MISCELLANEOUS

Proof. In either case, if ι is an embedding or if the stated condition holds, the map ι is
injective, and hence ι̃ is a bijection of X onto ιpXq.

Let rT be the initial topology on X induced by the one-element family tιu. We have the
two diagrams

<X, rT > <ιpXq,V|ιpXq> <Y,V>
ι̃

ι

Ď
, <ιpXq,V|ιpXq> <X, rT > <Y,V>

ι̃´1

Ď

ι

The first shows that ι̃ is continuous, and the second that ι̃´1 is continuous. Thus ι̃ is a
homeomorphism of <X, rT > onto <ιpXq,V|ιpXq>. We see that ι̃ is a homeomorphism of <X, T >

onto <ιpXq,V|ιpXq>, if and only if T “ rT . q

One possibility to construct embeddings is based on the following notions.

Definition 1.1.3.

(i) Let X and Yi, i P I, be sets and fi : X Ñ Yi. Then we call the family tfi | i P Iu point
separating , if

@x, y P X,x ‰ y Di P I. fipxq ‰ fipyq

(ii) Let <X, T > and <Yi,Vi>, i P I, be topological spaces, and fi : X Ñ Yi, i P I. Then we
call the family tfi | i P Iu separating , if all maps fi are continuous, it is point separating,
and

@x P X,A Ď X closed, x R A Di P I. fipxq R fipAq (1.1)

We start with a corollary of Lemma 1.1.2.

Corollary 1.1.4. Let X be a set, <Yi,Vi>, i P I, topological spaces, and fi : X Ñ Yi, i P I,

maps. Assume that the family tfi | i P Iu is point separating, and denote by rT the initial
topology on X induced by the family tfi | i P Iu. Then the product map

ź

iPI

fi :

#

X Ñ
ś

iPI Yi

x ÞÑ pfipxqqiPI

is an embedding of <X, rT > into <
ś

iPI Yi,
ś

iPI Vi>.

Proof. Since tfi | i P Iu is point separating, the product map is injective. We have the
diagram

Xi

X
ś

iPI Xiś

iPI fi

fi

πi

and, by transitivity of building initial topologies, hence rT is the initial topology induced by
the one-element family t

ś

iPI fiu. Now apply Lemma 1.1.2. q
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In the next proposition we give two different hypothesis under which a product map is an
embedding of a given space <X, T > into a product.

Proposition 1.1.5. Let <X, T > and <Yi,Vi>, i P I, be topological spaces, fi : X Ñ Yi, i P I,
be continuous maps, and assume that the family tfi | i P Iu is point separating.

(i) Assume that (1.1) holds, i.e., that tfi | i P Iu is a separating family. Then T is the initial
topology induced by tfi | i P Iu, and hence the product map

ś

iPI fi is an embedding of
<X, T > into <

ś

iPI Yi,
ś

iPI Vi>.

(ii) Assume that <X, T > is compact and all spaces <Yi,Vi>, i P I, are Hausdorff. Then the
product map

ś

iPI fi is an embedding of <X, T > into <
ś

iPI Yi,
ś

iPI Vi>.

Proof. For the proof of (i), consider a topological space <Y,V>, a map g : Y Ñ X, and the
diagram

<Yi, Ti>

<Y,V> <X, T >g

fi˝g

fi

If g is continuous, then clearly fi ˝ g is continous for every i P I. Assume conversely that
fi ˝ g is continuous for all i P I. Let A Ď X be closed and y R g´1pAq. Then gpyq R A, and
we find i P I with fipgpyqq R fipAq. This means that y R g´1pf´1

i pfipAqqq. This set is closed
and contains g´1pAq. Thus Y zg´1pAq is a neighbourhood of y. We conclude that Y zg´1pAq
is open.

We come to the proof of (ii). The product map
ś

iPI fi is continuous and injective, and
the product space <

ś

iPI Yi,
ś

iPI Vi> is Hausdorff. Since (T2) is inherited by subspaces, the
corestriction

ś

iPI fi : X Ñ
`
ś

iPI fi
˘

pXq is a continuous bijection from a compact space
onto a Hausdorff space. Hence, it is a homeomorphism. q

1.2 The one-point extension

Recall the set-theoretic construction of a disjoint union of two sets: given two sets A and B,
we set

A\B :“ tpa, 0q | a P Au Y tpb, 1q | b P Bu Ď pAYBq ˆ t0, 1u.

Then we have the injective maps

ιA :

#

A Ñ A\B

a ÞÑ pa, 0q
, ιB :

#

B Ñ A\B

b ÞÑ pb, 1q
.

Apparently, A \ B is the union of ιApAq and ιBpBq, and these two subsets of A \ B are
disjoint. Often, one drops explicit notion of ιA and ιB and considers A and B as subsets of
A\B.

Definition 1.2.1. Let <X, T > be a topological space. Let 8 be a symbol, and set αpXq :“
X \ t8u. Denote by ια the set-theoretic inclusion map ια : X Ñ X \ t8u (drop explicit
notation of the injection ιt8u : t8u Ñ αpXq), and define Tα Ď PpαpXqq as

Tα :“
 

U Ď αpXq |8 R U, ι´1
α pUq open in X

(

Y
 

U Ď αpXq |8 P U,Xzι´1
α pUq closed and compact in X

(

.
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Then we call <αpXq, Tα> the one-point extension of <X, T >.

In order to formulate the basic properties of this construction, we recall the following ter-
minology: A topological space <X, T > is called locally compact , if every point of X has a
compact neighbourhood. A map φ : X Ñ Y between two topological spaces <X, T > and
<Y,V> is called open, if it maps open sets to open sets, i.e., if φpOq P V for all O P T . It
is called an embedding , if its corestriction ι̃ : X Ñ ιpXq is a homeomorphism of <X, T > onto
<ιpXq,V|ιpXq>.

Theorem 1.2.2. Let <X, T > be a topological space.

(i) The one-point extension <αpXq, Tα> of <X, T > is a compact topological space.

(ii) ι is an embedding and maps open subsets of X to open subsets of αpXq.

(iii) <αpXq, Tα> is (T2), if and only if <X, T > is (T2) and locally compact.

Proof. In order to carry out frequently occurring case distinctions, we denote the two parts
in the definition of Tα as

Tα,1 :“
 

U Ď αpXq |8 R U, ι´1
α pUq open in X

(

,

Tα,2 :“
 

U Ď αpXq |8 P U,Xzι´1
α pUq closed and compact in X

(

.

Note that also for U P Tα,2 the set ι´1
α pUq is open in X.

À We show that Tα is a topology: First, 8 R H and ι´1
α pHq “ H, which is open, and hence

H P Tα,1. Second, 8 P αpXq and ι´1
α pαpXqzαpXqq “ H, which is closed and compact, and

hence αpXq P Tα,2.

Let I be a nonempty index set, and Ui, i P I, be a family of elements of Tα. Set
J :“ ti P I |Ui P Tα,2u. If J “ H, then we have 8 R

Ť

iPI Ui and

ι´1
α

´

ď

iPI

Ui

¯

“
ď

iPI

ι´1
α pUiq P T .

If J is nonempty, then 8 P
Ť

iPI Ui, and we have

Xzι´1
α

´

ď

iPI

Ui

¯

“ Xz
ď

iPI

ι´1
α pUiq “

č

iPI

`

Xzι´1
α pUiq

˘

.

Each of the sets occurring in the intersection is closed in X, hence the intersection is closed.
For at least one i P I, in fact for all i P J , the set Xzι´1

α pUiq is compact in X, and it follows
that the intersection is also compact.

Assume now that I is finite. If J “ I, then 8 P
Ş

iPI Ui, and

Xzι´1
α

´

č

iPI

Ui

¯

“ Xz
č

iPI

ι´1
α pUiq “

ď

iPI

`

Xzι´1
α pUiq

˘

.

All sets occurring in the union are closed and compact, and since I is finite, also their union
is closed and compact. If J ‰ I, we have 8 R

Ş

iPI Ui, and

ι´1
α

´

č

iPI

Ui

¯

“
č

iPI

ι´1
α pUiq.

Again, since I is finite, this set is open.
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Á We show that <αpXq, Tα> is compact: Let W Ď Tα be an open cover of αpXq. Choose
U P W with 8 P U . The family tι´1

α pW q |W P Wu is an open cover of X, and in partic-
ular covers Xzι´1

α pUq. Since Xzι´1
α pUq is compact, we may extract a finite subcover, say,

ι´1
α pW1q, . . . , ι

´1
α pWnq. Let z P αpXqzU . Then z ‰ 8, and we find x P Xzι´1

α pUq with
z “ ιαpxq. Since Xzι´1

α pUq Ď ι´1
α pW1q Y . . .Y ι

´1
α pWnq we conclude that

αpXq “ U Y
n
ď

i“1

Wi,

and have found a finite subcover.

Â We show that ια is an open embedding: Clearly, ια is injective. We have 8 R ιαpXq and
ι´1
α pιαpXqq “ X P T . Thus, ιαpXq P Tα,1. Now let O Ď X. Then, using that ιαpXq is open,

ιαpOq P Tα|ιαpXq ô ιαpOq P Tα ô ιαpOq P Tα,1 ô ι´1
α

`

ιαpOq
˘

P T ô O P T

We see that ια maps open subsets of X to open subsets of αpXq. Further, since we know
that ια is injective, it follows that the corestriction of ια to a map of X onto ιαpXq is a
homeomorphism.

Ã We show (iii): Assume that αpXq is (T2). The Hausdorff separation axiom is inherited
by subspaces and homeomorphic images, hence X is (T2). Let x P X. Choose disjoint sets
Ux, U8 P Tα with ιαpxq P Ux and 8 P U8. Then Xzι´1

α pU8q is a compact subset of X, and

x P ι´1
α pUxq Ď ι´1

α pαpXqzU8q “ Xzι´1
α pU8q.

Since ι´1
α pUxq is open, Xzι´1

α pU8q is a neighbourhood of x.

Assume conversely, that X is (T2) and locally compact. Again using that (T2) is inherited
by homeomorphic images, we obtain that each two different points of ιαpXq can be separated
by disjoint subsets of ιαpXq which are open in the subspace topology Tα|ιαpXq. However, since
ιαpXq is open in αpXq, these separating sets are also open in αpXq. Now let x P ιαpXq be
given. Choose a compact neighbourhood K of ι´1

α pxq. Since X is Hausdorff, K is also closed.
Hence, the set αpXqzιαpKq, which obviously contains the point 8, belongs to Tα,2. Choose
an open neighbourhood O Ď K of ι´1

α pxq. Then ιαpOq P Tα,1 and contains the point x. Since
O Ď K, we have

pαpXqzιαpKqq X ιαpOq “ H.

q

Given a function f : X Ñ Y , and a point y0 P Y , we can lift f to the disjoint union αpXq by

f̃pzq :“

#

fpι´1
α pzqq if z P ιαpXq

y0 if z “ 8
. (1.2)

Note that this definition ensures that f̃ ˝ ια “ f :

αpXq

X Y

f̃
ια

f
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In the context of topological spaces, the question arises whether the extension f̃ is continuous.

Proposition 1.2.3. Let <X, T > and <Y,V> be topological spaces and f : X Ñ Y . Moreover,
let y0 P Y , and consider the function f̃ : αpXq Ñ Y defined by (1.2). Then f̃ is continuous,
if and only if f is continuous and

@V P Upy0q DK Ď X closed compact. fpXzKq Ď V. (1.3)

Proof.

À We show the forward implication: Assume that f̃ is continuous. Since f “ f̃ ˝ ια, the
function f is continuous. Let V P Upy0q be given. Choose an open neighbourhood U in
αpXq of the point 8, such that f̃pUq Ď V , and set K :“ Xzι´1

α pUq. Then K is closed and
compact in X, and we have

fpXzKq “ fpι´1
α pUqq “ f̃

`

ιαpι
´1
α pUqq

˘

Ď f̃pUq Ď V.

Á We show the backward implication: Assume that f is continuous and satisfies (1.3). Let
O Ď Y be open. If y0 R O, then 8 R f̃´1pOq and ι´1

α pf̃
´1pOqq “ f´1pOq which is open in X.

Thus f̃´1pOq is open in αpXq. Consider the case that y0 P O. Then O is a neighbourhood
of y0 and, according to (1.3), we find a closed and compact set K Ď X with fpXzKq Ď O,
i.e., XzK Ď f´1pOq. We have 8 P f̃´1pOq and

Xzι´1
α

`

f̃´1pOq
˘

“ Xzf´1pOq Ď XzpXzKq “ K.

The set Xzι´1
α pf̃

´1pOqq is closed since f is continuous, and in turn compact since it is
contained in the compact set K. Again, we see that f̃´1pOq is open in αpXq.

q

In the context of Proposition 1.2.3 one also uses the following terminology: if <X, T > and
<Y,V> are topological spaces, f : X Ñ Y , and y0 P Y , one says that f has the limit y0 at
infinity , if the condition (1.3) holds.

Functions between two topological spaces lift canonically to functions between their one-
point extensions.

Definition 1.2.4. Let <X, T > and <Y,V> be topological spaces and f : X Ñ Y . Then we
define a function αpfq : αpXq Ñ αpY q as (here ια,X and ια,Y are the respective inclusion
maps)

αpfqpxq :“

$

&

%

`

ια,Y ˝ f ˝ ι
´1
α,X

˘

pxq if x P ια,XpXq,

8 if x “ 8.

This definition ensures that we have the diagram

X Y

αpXq αpY q

t8u t8u

f
ια,X ια,Y

αpfq

id

Ď Ď
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Moreover, observe that passing to the lifting is compactible with composition and identity in
the sense that

αpf ˝ gq “ αpfq ˝ αpgq, αpidXq “ idαpXq . (1.4)

The question whether αpfq is continuous, is answered by an application of Proposition 1.2.3.

Corollary 1.2.5. Let <X, T > and <Y,V> be topological spaces, and f : X Ñ Y . Then αpfq is
continuous, if and only if f is continuous and

@A Ď Y closed compact. f´1pAq compact (1.5)

Proof. The map αpfq is nothing but the lifting in the sense of (1.2) of the map ιαY ˝f : X Ñ

αpY q using the point 8. Thus, Proposition 1.2.3 provides us with a characterisation when
αpfq is continuous.

Continuity of f occurs in both conditions, the one obtained from Proposition 1.2.3, and
the one stated in the present assertion. Hence it is enough to show that for a continuous
function f the conditions (1.3) and (1.5) are equivalent.

À We show that (1.5) implies (1.3): Let V P Up8q. Choose U P Tα with 8 P U Ď V . Then
the set A :“ Y zι´1

α pUq is closed and compact. Its inverse image K :“ f´1pAq under f is
closed by continuity of f and compact by (1.5). However, K “ Xzf´1pι´1

α pUqq, and hence

pια,Y ˝ fq
`

XzK
˘

Ď U Ď V.

Á We show that (1.3) implies (1.5): Let A Ď Y be closed and compact. Then αpY qzια,Y pAq
is an open neighbourhood of the point 8 P αpY q. Choose K Ď X closed and compact, such
that

pια,Y ˝ fqpXzKq Ď αpY qzια,Y pAq.

Since ια,Y is injective, applying ι´1
α,Y to this inclusion yields fpXzKq Ď Y zA, i.e., XzK Ď

f´1pY zAq Ď Xzf´1pAq. The set f´1pAq is closed since f is continuous, and in turn it is
compact since it is contained in the compact set K.

q

1.3 Separation axioms

In a topological space there are two natural ways to separate points or subsets: by open sets
or by continuous functions. We shall define a (not exhaustive) list of properties, which are
called separation axioms. Viewed on its own, this looks like just a long list of vocabulary.
However, we will see that each of these properties occurs naturally in different contexts. It
should also be said that in the literature sometimes terminology is not uniform.

We start with properties of separation by open sets.

Definition 1.3.1. A topological space <X, T > is said to satisfy the separation axiom

Ź (T0), if

@x, y P X,x ‰ y DOx, Oy P T .
`

x P Ox ^ y P Oy
˘

^
`

y R Ox _ x R Oy
˘
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Ź (T1), if

@x, y P X,x ‰ y DOx, Oy P T .
`

x P Ox ^ y P Oy
˘

^
`

y R Ox ^ x R Oy
˘

Ź (T2) (or is a Hausdorff space), if

@x, y P X,x ‰ y DOx, Oy P T .
`

x P Ox ^ y P Oy
˘

^
`

Ox XOy “ H
˘

Ź (T3), if

@x P X,B Ď X closed, x R B DOx, OB P T .
`

x P Ox ^B Ď OB
˘

^
`

Ox XOB “ H
˘

Ź (T4), if

@A,B Ď X closed, AXB “ H DOA, OB P T .
`

A Ď OA^B Ď OB
˘

^
`

OAXOB “ H
˘

The space <X, T > is called

Ź regular , if it satisfies (T1) and (T3),

Ź normal , if it satisfies (T1) and (T4).

Let us show that the axioms (T1), (T2), and (T3) are related with closed sets and neighbour-
hoods.

Lemma 1.3.2. Let <X, T > be a topological space. Then <X, T > satisfies

Ź (T1), if and only if for every point x P X the singleton set txu is closed.

Ź (T2), if and only if
Ş

tU P Upxq |U closedu “ txu for all points x P X.

Ź (T3), if and only if for every point x P X the set tU P Upxq |U closedu forms a base of
the neighbourhood filter Upxq.

Proof.

À Assume that <X, T > is (T1), and let x P X. For each y P Xztxu we find Oy P T with
y P Oy, x R Oy. We see that Xztxu “

Ť

yPXztxuOy, and hence is open. Conversely, assume

singletons are closed, and let x, y P X, x ‰ y, be given. Then we can use Ox :“ Xztxu and
Oy :“ Xztyu.

Á Assume that <X, T > is (T2), and let x P X. For each y P Xztxu we find disjoint open sets
Ox, Oy with x P Ox and y P Oy. Then Ox is a closed neighbourhood of x and is contained in
XzOy. In particular, it does not contain the point y. Conversely, assume that each singleton
is the intersection of all closed neighbourhoods, and let x, y P X, x ‰ y, be given. Choose
U P Upxq closed with y R U , and O P Upxq open with O Ď U . Then we can use Ox :“ O
and Oy :“ XzU .

Â Assume that <X, T > is (T3), let x P X and U P Upxq. Choose O P T with x P O Ď U .
The set B :“ XzO is closed and x R B. Choose disjoint open sets Ox, OB with x P Ox and
B Ď OB . Then Ox is a closed neighbourhood of x, and Ox Ď XzOB Ď XzB “ O Ď U .
Conversely, assume that closed neighbourhoods form a neighbourhood base, let x P X and
B Ď X closed with x R B. Then XzB is a neighbourhood of x, and we can choose a
closed neighbourhood U of x with U Ď XzB. Choose Ox open with x P Ox Ď U , and set
OB :“ XzU .
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q

We have already seen that in Hausdorff spaces limits of nets are unique. The next assertion
gives a characterisation in a similar direction.

Lemma 1.3.3. Let <X, T > be a topological space. Then the following statements are equiva-
lent.

(i) <X, T > satisfies (T2).

(ii) For every topological space <Y,V>, dense subset D of Y , and continuous functions
f, g : Y Ñ X, it holds that

f |D “ g|D ñ f “ g.

(iii) The diagonal ∆X :“ tpx, xq |x P Xu is closed in the product topology of X ˆX.

Proof. We are going to show that “(i)ñ(ii)ñ(iii)ñ(i)”.
Assume that (i) holds, and let Y,D, f be as in (ii). Let y P Y be given, and let Of , Og Ď

X be open sets with fpyq P Of and gpyq P Og. Then f´1pOf q and g´1pOgq are open
neighbourhoods of y, and hence we find a point x P f´1pOf q X f´1pOgq XD. Since fpxq “
gpxq, it follows that Of XOg ‰ H. Since X is (T2), it follows that fpyq “ gpyq.

Assume that (ii) holds, and let pz, wq P ∆X . Consider the space Y :“ ∆X Y tpz, wqu
endowed with the subspace topology of the product topology. Then ∆X is dense in Y . Let
π1, π2 : X ˆ X Ñ X be the canonical projections onto the first and second, respectively
component. Then π1|∆X

“ π2|∆X
, and the present assumption (ii) implies that π1|Y “ π2|Y .

It follows that z “ w.
Assume that (iii) holds, and let x, y P X, x ‰ y. Then px, yq R ∆X , and hence we find

open sets Ox, Oy Ď X with px, yq P Ox ˆ Oy and pOx ˆ Oyq X ∆X “ H. The latter just
means that Ox XOy “ H. q

Next, some properties of separation by continuous function.

Definition 1.3.4. A topological space <X, T > is said to satisfy the separation axiom

Ź (T2 1
2
), if

@x, y P X,x ‰ y Df : X Ñ r0, 1s continuous. fpxq “ 1^ fpyq “ 0

Ź (T3 1
2
), if

@x P X,B Ď X closed, x R B Df : X Ñ r0, 1s continuous. fpxq “ 1^ fpBq Ď t0u

Ź (T4 1
2
), if

@A,B Ď X closed, AXB “ H Df : X Ñ r0, 1s continuous. fpAq Ď t1u ^ fpBq Ď t0u

The space <X, T > is called

Ź completely regular , if it is (T1) and (T3 1
2
).
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While the axiom (T2 1
2
) is seldomly used, and (T4 1

2
) is redundant, the axiom (T3 1

2
) is most

important.

Remark 1.3.5. The axioms defined above are related among each other as

(T3) (T4)

(T0) (T1) (T2) (T3 1
2
) (T4 1

2
)

(T2 1
2
)

regular
“(T1)^(T3)

normal
“(T1)^(T4)

completely
regular
“(T1)^(T

31
2
)

The only significant result is the downwards implication that (T4) implies (T4 1
2
): this is

Urysohn’s Lemma.
The dashed implications are trivial. The two implications going left from (T2) are clear

from the definitions. The two implications going diagonally left and up, and the fact that
normal implies regular, follow since (T1) means that singleton sets are closed. For passing
from normal to completely regular, use in addition that (T4) implies (T4 1

2
). The four upwards

implications follow by using f´1pr0, 1
2 qq and f´1pp 1

2 , 1sq as separating open sets.

Next, let us show that most separation axioms are inherited by (sufficiently rich) initial
constructions. Recall that, for setsX and Yi, i P I, a family tfi | i P Iu of functions fi : X Ñ Yi
is called point separating , if

@x, y P X,x ‰ y Di P I. fipxq ‰ fipyq

Proposition 1.3.6. Let X be a set, <Yi,Vi>, i P I, topological spaces, fi : X Ñ Yi, i P I,
maps, and let T be the initial topology on X induced by the functions fi, i P I.

(i) The separation axioms (T3) and (T3 1
2
) are inherited by T . More precisely: if all spaces

<Yi,Vi>, i P I, satisfy (T3), then also <X, T > satisfies (T3) (and the same with 3 1
2 in

place of 3).

(ii) Assume that tfi | i P Iu is point separating. Then the separation axioms (T0), (T1),
(T2), and (T2 1

2
), are inherited by T .

It should be said immediately that (T4) is not inherited (not even to as simple initial con-
structions as subspaces), see Example 1.3.8 below.

Proof of Proposition 1.3.6.

À We show that (T3) is inherited: Let x P X. A neighbourhood base of x w.r.t. the initial
topology is given by

!

n
č

l“1

f´1
il
pUilq |n P N, i1, . . . , in P I, Uil P Upfilpxqq

)

.
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Since the closed neighbourhoods form a neighbourhood base in each of the spaces <Yi,Vi>,
we also obtain a base of Upxq by

!

n
č

l“1

f´1
il
pUilq |n P N, i1, . . . , in P I, Uil P Upfilpxqq closed

)

.

The elements of this set are all closed in <X, T >.

Á We show that (T3 1
2
) is inherited: Let x P X, A Ď X closed with x R A. The set O :“ XzA

is an open neighbourhood of x, and hence we find a finite subset J Ď I and sets Oi P Vi,
i P J , such that

x P
č

iPJ

f´1
i pOiq Ď O.

For each i P J choose a continuous function gi : Yi Ñ r0, 1s such that gipfipxqq “ 1 and
gipYizOiq “ t0u. Set

g :“
ź

iPJ

pgi ˝ fiq.

Since J is finite, g is a well-defined continuous function of X into r0, 1s. Clearly, gpxq “ 1.
Consider a point y P XzO. There must exist i P J with y R f´1

i pOiq. Then gipfipyqq “ 0,
and hence gpyq “ 0.

Â We show that (T0), (T1), and (T2), is inherited: Let x, y P X, x ‰ y. Since the family
tfi | i P Iu is point separating, we find i P I with fipxq ‰ fipyq. Now choose Ofipxq, Ofipyq P Vi
according to the respective separation axiom (T0), (T1), or (T2). Then Ox :“ f´1

i pOfipxqq

and Oy :“ f´1
i pOfipyqq have the required properties.

Ã We show that (T2 1
2
) is inherited: Let x, y P X, x ‰ y, and choose i P I such that

fipxq ‰ fipyq. Then we find a continuous function g : Yi Ñ r0, 1s with gpfipxqq “ 1 and
gpfipyqq “ 0. The function g ˝ fi has the required properties.

q

The following, easy to prove but important, characterisation of completely regular spaces is
known as the Tychonoff embedding theorem.

Theorem 1.3.7. A topological space <X, T > is completely regular, if and only if there exists
a set I and an embedding ι : X Ñ r0, 1sI (where the cube r0, 1sI is endowed with the product
topology).

Proof. Assume that <X, T > is completely regular, and consider the family CpX, r0, 1sq of all
continuous functions of X into r0, 1s. We show that this family is separating. Let x P X,
A Ď X closed with x R A, then there exists f P CpX, r0, 1sq with fpxq “ 1 and fpAq “ t0u.
Clearly, fpxq R fpAq. Since <X, T > is (T1), singleton sets are closed, and thus CpX, r0, 1sq
is also point separating. By Proposition 1.1.5 (i), the product map

ś

fPCpX,r0,1sq f is an

embedding of X into
ś

fPCpX,r0,1sqr0, 1s.
Conversely, it is enough to remember Lemma 1.1.2 and the previous proposition. q

We can now give an example that the property to be normal is not inherited by subspaces.
In fact, every example of a completely regular but not normal space will establish this: by
Tychonoff’s embedding theorem and Tychonoff’s product theorem, every completely regular
space is homeomorphic to a subspace of a compact Hausdorff, and hence normal, space.
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Example 1.3.8. Consider the nonnegative integers N with the discrete topology, let I be an
uncountable set, and consider the product X :“ NI endowed with the product topology. By
Proposition 1.3.6, X is completely regular. Our aim is to show that X is not normal.

À We define disjoint closed subsets of X: For each m P N set

Am :“
 

pxiqiPI P X | @n P Nztmu. |ti P I |xi “ nu| ď 1
(

.

The negation of the formula defining Am reads as

Dn P Nztmu Di, j P I, i ‰ j. xi “ xj “ n,

and hence we can write

XzAm “
ď

nPNztmu

ď

i,jPI
i‰j

`

π´1
i ptnuq X π

´1
j ptnuq

˘

.

This shows that Am is closed. Next, note that

Am Ď
 

pxiqiPI |xi “ m for all but at most countably many i P I
(

. (1.6)

Since I is uncountable, the sets on the right side of (1.6) are pairwise disjoint, and hence also
the sets Am, m P N, are pairwise disjoint.

Á We make an inductive construction: Let m P N and O Ď X open with O Ě Am. We are
going to construct an increasing sequence pnlqlPN of numbers nl P N, and a sequence pjkqkPN
of pairwise different indices jk P I, such that (n´1 :“ ´1)

@l P N.
č

0ďkďnl´1

π´1
jk
ptkuq X

č

nl´1ăkďnl

π´1
jk
ptmuq Ď O.

Let l P N, and assume that nl´1 and jk, 0 ď k ď nl´1, have already been constructed. The
point pxiqiPI defined by

xi :“

#

k if i “ jk, 0 ď k ď nl´1

m otherwise

belongs to Am, and hence to O. Choose indices i1, . . . , iN P I and open sets U1, . . . , UN Ď N,
such that

pxiqiPI P
N
č

h“1

π´1
ih
pUhq Ď O.

Without loss of generality, we can assume that the indices i1, . . . , iN are pairwise different
(otherwise combine sets with the same index).

We arrange those indices ih which do not already appear in tjk | 0 ď k ď nl´1u in a
sequence jnl´1`1, . . . , jnl . If such indices do not exist, set nl :“ nl´1 ` 1 and pick some
jnl P Iztjk | 0 ď k ď nl´1u. Then

č

0ďkďnl´1

π´1
jk
ptkuq X

č

nl´1ăkďnl

π´1
jk
ptmuq Ď

N
č

h“1

π´1
ih
pUhq Ď O.
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Â We show that for different m,m1 the sets Am and Am1 cannot be separated: Let Om and
Om1 be open sets with Am Ď Om and Am1 Ď Om1 . Let pnlqlPN and pjkqkPN be the sequences
constructed in the previous step for the set Om, and set

yi :“

#

k if i “ jk, k P N

m1 otherwise

Then the element pyiqiPI belongs to Am1 , and hence to Om1 . Choose a finite set J Ď I with

pyiqiPI P
č

iPJ

π´1
i ptyiuq Ď Om1 .

Since J is finite, we find l P N with

J X tjk | k P Nu “ J X tjk | 0 ď k ď nlu.

Now set

zi :“

$

’

’

&

’

’

%

k if i “ jk, 0 ď k ď nl

m if i “ jk, nl ă k ď nl`1

m1 otherwise

Then, clearly,

pziqiPI P
č

0ďkďnl

π´1
k ptjkuq X

č

nlăkďnl`1

π´1
jk
ptmuq Ď Om.

Since J X tjk |nl ă k ď nl`1u “ H, we have zi “ yi for all i P J , and hence

pziqiPI P
č

iPJ

π´1
i ptyiuq Ď Om1 .

1.4 The Tietze extension theorem

Tietze’s theorem is the following characterisation of (T4)-spaces.

Theorem 1.4.1. A topological space <X, T > satisfies (T4), if and only if the following property
holds:

@A Ď X closed, f : AÑ r´1, 1s continuous DF : X Ñ r´1, 1s continuous. F |A “ f. (1.7)

Thereby continuity of f is understood w.r.t. the subspace topology T |A.

In the proof of the forward implication (which is probably the more significant part of the
theorem) we use Urysohn’s Lemma in an equivalent form.

Lemma 1.4.2. Let <X, T > be a (T4)-space, A Ď X closed, and f : A Ñ r´1, 1s continuous.
Then there exists g : X Ñ r´ 1

3 ,
1
3 s with |fpxq ´ gpxq| ď 2

3 for all x P A.
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Proof. Consider the sets

C :“ f´1
`

r´1,´ 1
3 s
˘

, D :“ f´1
`

r 13 , 1s
˘

.

These sets are closed in A. Since A is closed in X, they are also closed in X. Clearly,
CXD “ H, and Urysohn’s Lemma (after composing with the affine map t ÞÑ 2

3 t´
1
3 ) provides

us with a continuous function g : X Ñ r´ 1
3 ,

1
3 s such that gpCq “ t´ 1

3u and gpDq “ t 1
3u.

Distinguishing the cases that x P C, x P D, or x P AzpC Y Dq, shows that g satisfies the
required estimate. q

Proof of Theorem 1.4.1.

À We show the backwards implication: Assume that (1.7) holds, and let A,B Ď X be disjoint.
The set C :“ AYB is closed in X. We have A “ C X pXzBq, and hence A is open in C. In
the same way, B is open in C. Hence, the function f : C Ñ r´1, 1s defined as

fpxq :“

#

1 if x P A,

´1 if x P B,

is continuous. Let F : X Ñ r´1, 1s be a continuous extension of f . Then OA :“ F´1pp0, 1sq
and OB :“ F´1pr´1, 0qq are open, disjoint, and contain A and B, respectively.

Á Proof of the forward implication (inductive construction): Assume that <X, T > is (T4), and
that A and f are given. We use induction on n to define a sequence pgnqnPN of continuous
functions gn : X Ñ r´1, 1s, with

@x P X. |gnpxq| ď 1´
´2

3

¯n`1

and @x P A. |gnpxq ´ fpxq| ď
´2

3

¯n`1

Applying Lemma 1.4.2 with the function f yields g0. Assume gn has already been
constructed. Applying Lemma 1.4.2 with the function p 3

2 q
n`1pf ´ gnq gives a function

hn`1 : X Ñ r´ 1
3 ,

1
3 s with

ˇ

ˇ

ˇ

´3

2

¯n`1
`

fpxq ´ gnpxq
˘

´ hn`1pxq
ˇ

ˇ

ˇ
ď

2

3
for x P A.

Set gn`1 :“ gn `
`

2
3

˘n`1
hn`1, then |gn`1pxq ´ fpxq| ď

`

2
3

˘n`2
for all x P A and

|gn`1| ď |gn| `
´2

3

¯n`1

|hn`1| ď

´

1´
´2

3

¯n`1¯

`

´2

3

¯n`1

¨
1

3
“ 1´

´2

3

¯n`2

.

Â Proof of the forward implication (conclusion): The series

8
ÿ

n“0

´2

3

¯n`1

hn`1

is absolutely and uniformly convergent, hence represents a continuous function on X, and is
bounded by 2

3 . Set

g :“ g0 `

8
ÿ

n“0

´2

3

¯n`1

hn`1,

then g maps X continuously into r´1, 1s, and for each x P A it holds that

gpxq “ lim
nÑ8

gnpxq “ fpxq.
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q

We can deduce a variant for functions mapping into open intervals (we give a formulation
for the interval R).

Corollary 1.4.3. Let <X, T > be (T4), let A Ď X closed, and f : A Ñ R continuous. Then
there exists a continuous function F : X Ñ R with F |A “ f .

Proof. Let φ : R Ñ p´1, 1q be an increasing bijection, and consider the function g :“ φ ˝ f .
Tietze’s theorem provides us with a continuous function G : X Ñ r´1, 1s with G|A “ g.
Set B :“ G´1pt1,´1uq, then B is closed and A X B “ H. Urysohn’s Lemma gives us a
continuous function H : X Ñ r0, 1s with HpAq “ 1 and HpBq “ 0. The function G ¨ H
maps X continuously into r´1, 1s, and satisfies pGHqpxq “ gpxq for all x P A. If x P XzB,
then |pGHqpxq| ă 1 by the definition of B, and if x P B then pGHqpxq “ 0. Hence,
pGHqpXq Ď p´1, 1q. The function F :“ φ´1 ˝ pGHq : X Ñ R is a continuous extension of
f . q

Let us now present two quick application of Tietze’s theorem.

Corollary 1.4.4. If a metric space X has the property that every continuous real-valued
function on X is bounded, then it is compact.

Proof. We use contraposition. Assume X is not compact. Then there exists a sequence
pxnqnPN in X which has no convergent subsequence. Without loss of generality we can
assume that the points xn are pairwise different. For every point x P X there exists r ą 0
such that pUrpxqztxuq X txn |n P Nu “ H, since otherwise, we could inductively construct a
convergent subsequence. In particular, the set A :“ txn |n P Nu is closed, and the subspace
topology T |A is the discrete topology on A.

Let f : A Ñ R be the function defined as fpxnq :“ n. Tietze’s theorem provides us with
a continuous extension F : X Ñ R. This function is clearly unbounded. q

Corollary 1.4.5. There exists a continuous and surjective function of r0, 1s onto r0, 1s2 (a
function with this property is also called a Peano curve).

Proof. We consider the two functions

g :

#

t0, 1uN Ñ r0, 1s

panqnPN ÞÑ
ř8

n“0
2

3n`1 an

h :

$

&

%

t0, 1uN Ñ r0, 1s2

panqnPN ÞÑ

´

ř8

n“0
1

2n`1 a2n,
ř8

n“0
1

2n`1 a2n`1

¯

Here t0, 1uN is endowed with the product topology of the discrete topology on t0, 1u.
We use an estimate of the tails of the defining sum to show that g is injective. Let panqnPN

and pbnqnPN be different sequences, and set N :“ mintn P N | an ‰ bnu. Then

ˇ

ˇ

ˇ

8
ÿ

n“0

2

3n`1
an ´

8
ÿ

n“0

2

3n`1
bn

ˇ

ˇ

ˇ
ě

2

3N`1
|aN ´ bN |
loooomoooon

“1

´

8
ÿ

n“N`1

2

3n`1
|an ´ bn|
looomooon

ď1

ě
1

3N`1
.

The similar estimates of tails (or the bounded convergence theorem) show that g and h are
continuous. Moreover, h is surjective, since every real number has dyadic representation.
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The corestriction of g to a map g̃ : t0, 1uN Ñ gpt0, 1uNq is a continuous bijection. Its
domain is compact by Tychonoff’s theorem, and its codomain is Hausdorff. We conclude
that g̃ is a homeomorphism, and that gpt0, 1uNq is compact and hence closed in r0, 1s.

Tietze’s theorem gives a continuous function F : r0, 1s Ñ r0, 1s2 which extends h ˝ g´1.
This extension is, in particular, surjective. q

1.5 Paracompactness

In order to introduce the notion of paracompact topological spaces, we need some terminology.

Definition 1.5.1.

(i) Let X be a set and F ,G Ď PpXq. Then F is called a refinement of G, if

@F P F DG P G. F Ď G.

(ii) Let <X, T > be a topological space, and F Ď PpXq. Then F is called locally finite, if
every point x P X has a neighbourhood which intersects at most finitely many members
of F .

Definition 1.5.2. A topological space <X, T > is called paracompact , if every open cover of
X has a locally finite refinement which is again an open cover of X.

Remark 1.5.3. The definition of compactness, that every open cover of the space has a finite
subcover, can be formulated equivalently as: a topological space <X, T > is compact, if and
only if every open cover of X has a finite refinement which is again an open cover of X. This
makes it obvious that paracompactness generalises compactness, and that paracompactness
can be thought of as a localised version of compactness.

Paracompact Hausdorff spaces automatically have a stronger separation property.

Proposition 1.5.4. Let <X, T > be a paracompact Hausdorff space. Then <X, T > is (T4).

The essence of the proof is the following lemma.

Lemma 1.5.5. Let <X, T > be paracompact, and let A,B Ď X be closed and disjoint. If

@x P A DUx, Vx P T .
`

x P Ux ^B Ď Vx
˘

^
`

Ux X Vx “ H
˘

then

DOA, OB P T .
`

A Ď OA ^B Ď OB
˘

^
`

OA XOB “ H
˘

Proof. The family G :“ tUx |x P Au Y tXzAu is an open cover of X. Choose a locally finite
open cover F of X which is a refinement of G, and set

OA :“
ď

 

F P F |F XA ‰ H
(

.

Clearly, the set OA is open and contains A.
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For y P B choose an open neighbourhood Wy of y which intersects at most finitely many
elements of F , and consider the finite set

Fy :“
 

F P F |F XA ‰ H^ F XWy ‰ H
(

.

An element of Fy is not contained in XzA. Hence, we can choose, for each y P B and F P Fy,
an element xpy, F q P A such that F Ď Uxpy,F q. Set

OB :“
ď

yPB

´

Wy X
č

FPFy

Vxpy,F q

¯

.

Since Fy is finite, OB is open. We have y PWy for all y P B, and all sets Vx contain B, hence
B Ď OB .

It remains to show that OA and OB are disjoint. To this end, we show that

@F P F , F XA ‰ H @y P B. F XWy X
č

GPFy

Vxpy,Gq “ H.

Let F P F , F X A ‰ H, and y P B. If F X Wy “ H, the above intersection is clearly
empty. Otherwise, if F X Wy ‰ H, we have F P Fy and hence F Ď Uxpy,F q. However,
Uxpy,F q X Vxpy,F q “ H, and again the intersection is empty. q

Proof of Proposition 1.5.4. Let A,B Ď X be closed and disjoint. Since <X, T > is (T2), the
hypothesis of Lemma 1.5.5 is satisfied with the two sets A and tyu for each fixed y P B. The
conclusion of the lemma now ensures that its hypothesis is satisfied with the two sets B and
A. q

An essential feature of paracompactness is that it ensures existence of partitions of unity.
This, in turn, allows to prove global theorems from local ones.

In the following we denote the support of a complex-valued function f defined on some
topological space as supp f , i.e.,

supp f :“ f´1pCzt0uq.

Definition 1.5.6. Let <X, T > be a topological space. A partition of unity is a family E Ď
CpX, r0, 1sq of functions with

(i) the family tsupp f | f P Eu Ď PpXq is locally finite,

(ii) @x P X.
ÿ

fPE
fpxq “ 1

Let F Ď PpXq be an open cover of X, and E be a partition of unity. Then E is called
subordinate to F , if tsupp f | f P Eu is a refinement of F .

Note here that by (i) every point x P X has a neighbourhood U such that only finitely many
functions from E do not vanish identically on U . Hence, the sum in (ii) is a well-defined and
continuous function of X into r0,8q.

Theorem 1.5.7. Let <X, T > be a topological space which satisfies (T4), and let G Ď PpXq
be a locally finite open cover of X. Then there exists a partition of unity subordinate to G.
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In the proof we use existence of a strong form of refinements: Let G Ď PpXq. A family
F “ tOU |U P Gu is called a shrinking of G, if OU Ď U for all U P G. Moreover, we call a
family F Ď PpXq point finite, if every point x P X belongs to most finitely many members
of F .

Lemma 1.5.8. Let <X, T > be a topological space which satisfies (T4), and let G Ď PpXq be
a point finite open cover of X. Then G has a shrinking which is again an open cover.

Proof. Let an open cover G of X be given, and choose a well-ordering ĺ of the set G. Using
induction on U , we construct open sets OU , U P G, with

@U P G. Xz
´

ď

WăU

OW Y
ď

VąU

V
¯

Ď OU Ď OU Ď U (1.8)

Let U P G be given, and assume that open sets OW have already been constructed for all
W ă U , such that the predicate in (1.8) is true for all those indices.

We show that

Xz
´

ď

WăU

OW Y
ď

VąU

V
¯

Ď U. (1.9)

Let x belong to the set on the left side, and set

Gx :“ tV P G |x P V u.

This set is nonempty since G is a covering, finite since G is point-finite, and contained in
tV P G |V ĺ Uu. If maxGx ă U , then the inductive hypothesis yields x P OmaxGx which is a
contradiction. Hence, maxGx “ U , i.e., x P U .

The set on the left side of (1.9) is closed, and (T4) implies that there exists OU open with
the property required by (1.8).

By construction, the family tOU |U P Gu is a refinement of G. It remains to show that
tOU |U P Gu is a covering of X. Let x P X, and set U :“ maxGx. If x P OW for some
W ă U , we are done. Otherwise, (1.8) shows that x P OU . q

Proof of Theorem 1.5.7. Let G be a locally finite open cover of X. Choose a shrinking F “

tOU |U P Gu of G. By (T4), we find WU open with OU Ď WU Ď WU Ď U , and Urysohn’s
Lemma provides us with a continuous function fU : X Ñ r0, 1s satisfying

fU pXzWU q “ t0u, fU pOU q “ t1u.

Then for every U P G it holds that supp fU Ď WU Ď U . We see that tsupp fU |U P Gu is
locally finite. Hence, the sum

ř

UPG fU is a well-defined and continuous function of X into
r0,8q. Since every point x P X belongs to at least one of the sets OU , we have

ř

UPG fU pxq ě
1 for all x P X. Set

gU :“
´

ÿ

V PG
fV

¯´1

¨ fU ,

Then tgU |U P Gu is a partition of unity subordinate to G. q

As a corollary we obtain that paracompactness indeed corresponds to existence of many
partitions of unity.

Recall that a topological space <X, T > is said to satisfy the separation axiom (T1), if

@x, y P X,x ‰ Y DOx, Oy P T .
`

x P Ox ^ y P Oy
˘

^
`

y R Ox ^ x R Oy
˘
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Moreover, recall that in a (T1)-space singleton sets are closed: Given x P X, choose for each
y P X, y ‰ x, an open neighbourhood Oy according to above formula. Then Xztxu “
Ť

yPXztxuOy.

Corollary 1.5.9. Let <X, T > be a topological space which satisfies (T1). Then <X, T > is
paracompact and Hausdorff, if and only if for every open cover G of X there exists a partition
of unity subordinate to F .

Proof. To show the forward implication, let an open cover G be given. Choose a locally
finite open cover F which is a refinement of G. By Proposition 1.5.4, <X, T > is (T4), and by
Theorem 1.5.7 we find a partition of unity which is subordinate to F and hence to G.

We come to the backward implication. Let G be an open cover of X. Choose a partition of
unity E subordinate to G. Then tf´1pp0, 1sq | f P Eu is a locally finite open cover of X which
is a refinement of G. It remains to show that (T1) upgrades to (T2). Let x, y P X, x ‰ y, be
given. Choose a partition of unity E subordinate to the open cover tXztxu, Xztyuu. Choose
f P E with fpxq ą 0. Then supp f cannot be contained in Xztxu, and hence fpyq “ 0.

Ox :“ f´1
´´fpxq

2
, 1
ı¯

, Oy :“ f´1
´”

0,
fpxq

2

¯¯

.

These two sets are open, disjoint, and x P Ox and y P Oy. q

1.6 Paths and homotopy

Functions are often defined by case distinction, and it is important to know that such func-
tions are continuous. We refer to the following simple and familiar result as the gluing
lemma.

Lemma 1.6.1. Let <X, T > and <Y,V> be topological spaces. Let tMi | i P Iu be a cover of X,
let fi : Mi Ñ Y , i P I, be continuous functions, and assume that

@i, j P I. fi|MiXMj
“ fj |MiXMj

Let f : X Ñ Y be the unique function with

@i P I. f |Mi “ fi.

Assume that either (i) or (ii) holds:

(i) All sets Mi are open.

(ii) I is finite and all sets Mi are closed.

Then f is continuous.

Proof. For N Ď Y we have

f´1pNq “
ď

iPI

f´1
i pNq.

Assume that assumption (i) holds. Let N Ď Y be open. Then f´1
i pNq is open in Mi. Since

Mi is open in X, also f´1
i pNq is open in X. Thus f´1pNq is open in X.

Assume that assumption (ii) holds. Let N Ď Y be closed. Then f´1
i pNq is closed in Mi.

Since Mi is closed in X, also f´1
i pNq is closed in X. Since I is finite, f´1pNq is closed in

X. q
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Definition 1.6.2. Let <X, T > be a topological space. A path in <X, T > is a continuous map
f : ra, bs Ñ X where a, b P R, a ă b. The point fpaq is called the initial point of the path f ,
and fpbq is its terminal point .

Paths whose terminal and initial points fit together can be concatenated, and one can move
through a path in reversed direction.

Definition 1.6.3. Let <X, T > be a topological space.

(i) Let f : ra, bs Ñ X and g : rb, cs Ñ X be paths in X with fpbq “ gpbq. Then we define
the multiplication of f and g as the function f ¨ g : ra, cs Ñ X with

pf ¨ gq|ra,bs “ f ^ pf ¨ gq|rb,cs “ g.

(ii) Let f : ra, bs Ñ X be a path. Then we define the reversed path as the function
f´1 : r´b,´as Ñ X defined by

f´1ptq :“ f
`

´ t
˘

for t P r´b,´as.

By the gluing lemma the multiplication of two paths is again a path. For further reference
we state a couple of obvious properties.

Lemma 1.6.4.

(i) Multiplication of paths is associative whenever all products are defined: if f : ra, bs Ñ X,
g : rb, cs Ñ X, h : rc, ds Ñ X are paths with fpbq “ gpbq and gpcq “ hpcq, then

pf ¨ gq ¨ h “ f ¨ pg ¨ hq.

(ii) Let <Y,V> be a topological space, and Φ: X Ñ Y continuous. If f, g are paths in X
whose multiplication is defined, then Φ˝f and Φ˝g are paths in Y whose multiplication
is defined, and

Φ ˝ pf ¨ gq “ pΦ ˝ fq ¨ pΦ ˝ gq.

For every path f in X we have

Φ ˝ f´1 “ pΦ ˝ fq´1.

(iii) Let f : ra, bs Ñ X and g : rb, cs Ñ X be paths with fpbq “ gpbq, let φ : ra1, b1s Ñ ra, bs
and ψ : rb1, c1s Ñ rb, cs be paths with φpb1q “ ψpb1q (and therefore equal to b). Then

pf ¨ gq ˝ pφ ¨ ψq “ pf ˝ φq ¨ pg ˝ ψq.

Proof. Associativity holds since for both sides the restriction to ra, bs is f , the restriction
to rb, cs is g, and the restriction to rc, ds is h. Items (ii) and (iii) are seen by unfolding the
definitions and making case distinctions. q

Moving through a path at a different speed does not change the image set. We make this
precise by introducing a relation on paths.
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Definition 1.6.5. Let <X, T > be a topological space, and let f : ra, bs Ñ X and g : rc, ds Ñ X
be paths in X. We say that f and g are reparameterisations of each other, if there exists an
increasing bijection φ : ra, bs Ñ rc, ds with f “ g ˝ φ.

If f and g are reparameterisations of each other we write f „r g.

Note that for each path f : ra, bs Ñ X and each interval rc, ds there exists a reparameterisation
g of f which is defined on the interval rc, ds. For example, use f ˝ φ where φ is the affine
map with φpcq “ a and φpdq “ b. Hence, when considering paths, one can often restrict
considerations to paths defined on some fixed interval, e.g. on r0, 1s. Moreover, note that a
monotone bijection between intervals is automatically continuous.

The relation of reparameterisation is well-behaved and compatible with algebraic opera-
tions.

Proposition 1.6.6. Let <X, T > be a topological space.

(i) Reparameterisation is an equivalence relation.

(ii) Let f1, g1 and f2, g2 be two pairs of paths whose multiplication is defined. If f1 „r f2

and g1 „r g2, then also f1 ¨ g1 „r f2 ¨ g2.

(iii) Let f, g be paths. If f „r g, then also f´1 „r g
´1.

(iv) Let <Y,V> be a topological space and Φ: X Ñ Y continuous. Further, let f, g be paths
in X. If f „r g, then Φ ˝ f „r Φ ˝ g.

Proof. Item (i) follows from

f ˝ idra,bs “ f, f “ g ˝ φ ñ g “ f ˝ φ´1, f “ g ˝ φ^ g “ h ˝ ψ ñ f “ h ˝ pψ ˝ φq.

To prove item (ii), denote the domains of fj and gj as raj , bjs and rbj , cjs, respectively, and
let φ : ra1, b1s Ñ ra2, b2s and ψ : rb1, c1s Ñ rb2, c2s be increasing bijections with f1 “ f2 ˝ φ
and g1 “ g2 ˝ψ. Then the product φ ¨ψ is an increasing bijection of ra1, c1s onto ra2, c2s, and

pf1 ¨ g1q “ pf2 ˝ φq ¨ pg2 ˝ ψq “ pf2 ¨ g2q ˝ pφ ¨ ψq.

For the proof of (iii), let f : ra, bs Ñ X and g : rc, ds Ñ X be paths, φ : ra, bs Ñ rc, ds an
increasing bijection, and assume that f “ g ˝ φ. Then ψptq :“ ´φp´tq is an increasing
bijection of r´b,´as onto r´d,´cs, and

f´1ptq “ fp´tq “ pg ˝ φqp´tq “ g´1p´φp´tqq “ pg´1 ˝ ψqptq.

Finally, item (iv) follows since f “ g ˝ φ implies Φ ˝ f “ pΦ ˝ gq ˝ φ. q

A relation between paths which is of a different kind is homotopy. Two paths are homotopic,
if they can be continuously deformed into each other. At the present stage we introduce a
variant of this notion which also fixes the inital and terminal points.

Definition 1.6.7. Let <X, T > be a topological space, and let f, g : ra, bs Ñ X be paths in X
with fpaq “ gpaq and fpbq “ gpbq. We say that f and g are FEP-homotopic (here “FEP”
stands for “fixed end point”), if there exists a continuous function H : ra, bsˆr0, 1s Ñ X with

@t P ra, bs. Hpt, 0q “ fptq ^ Hpt, 1q “ gptq (1.10)

@s P r0, 1s. Hpa, sq “ fpaq ^ Hpb, sq “ fpbq (1.11)
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If f and g are FEP-homotopic we write f « g, and every function H as above is called a
FEP-homotopy from f to g. The functions hs : t ÞÑ Hpt, sq with s P r0, 1s are called the
intermediate paths of the homotopy.

The relation (1.10) says that H is a deformation of f into g, and (1.11) says that all inter-
mediate paths of H have the same initial point and the same terminal point.

Proposition 1.6.8. Let <X, T > be a topological space.

(i) FEP-homotopy is an equivalence relation.

(ii) Let f1, f2 : ra, bs Ñ X and f2, g2 : rb, cs Ñ X be paths with f1pbq “ g1pbq and f2pbq “
g2pbq. If f1 « f2 and g1 « g2, then also f1 ¨ g1 « f2 ¨ g2.

(iii) Let f, g : ra, bs Ñ X be paths. If f « g, then also f´1 « g´1.

(iv) Let <Y,V> be a topological space and Φ: X Ñ Y continuous. Further, let f, g : ra, bs Ñ X
be paths. If f « g, then Φ ˝ f « Φ ˝ g.

(v) Let f, g : ra, bs Ñ X be paths. If f „r g, then also f « g.

Proof.

À We show that « is reflexive, symmetric, and transitive: For f « f use Hpt, sq :“ fptq. If
H is a FEP-homotopy with Hpt, 0q “ fptq and Hpt, 1q “ gptq, then Kpt, sq :“ Hpt, 1´ sq is
a FEP-homotopy with Kpt, 0q “ gptq and Kpt, 1q “ fptq. Assume we have FEP-homotopies
H and K with Hpt, 0q “ fptq, Hpt, 1q “ gptq, Kpt, 0q “ gptq, Kpt, 1q “ hptq. By the gluing
lemma

Lpt, sq :“

$

&

%

Hpt, 2sq if t P ra, bs, s P r0, 1
2 s

Kpt, 2s´ 1q if t P ra, bs, s P r 12 , 1s

is continuous. Clearly, it is a FEP-homotopy from f to h.

Á We show compatibility with multiplying and reversing paths: Let H be a FEP-homotopy
from f1 to f2 and K a FEP-homotopy from g1 to g2. By the gluing lemma

Lpt, sq :“

$

&

%

Hpt, sq if t P ra, bs, s P r0, 1s

Kpt, sq if t P rb, cs, s P r0, 1s

is continuous. Clearly, it is a FEP-homotopy from f1 ¨g1 to f2 ¨g2. Let H be a FEP-homotopy
from f to g. Then Kpt, sq :“ Hp´t, sq is a FEP-homotopy from f´1 to g´1.

Â We prove item (iv): Let H : ra, bs ˆ r0, 1s Ñ X be a FEP-homotopy from f to g. Then
Φ ˝H : ra, bs ˆ r0, 1s Ñ Y is a FEP-homotopy from Φ ˝ f to Φ ˝ g.

Ã We show that « is “larger” than „r: Let φ : ra, bs Ñ ra, bs be an increasing bijection with
f “ g ˝ φ. Then

Hpt, sq :“ g
`

p1´ sqφptq ` st
˘

for t P ra, bs, s P r0, 1s,

is a FEP-homotopy from f to g.

q
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1.7 Connectedness

Definition 1.7.1. Let <X, T > be a topological space.

(i) A separation of <X, T > is a pair pU, V q of subsets of X with

U, V P T ztHu ^ U X V “ H ^ U Y V “ X.

The space <X, T > is called connected , if there exists no separation of <X, T >.

(ii) The space <X, T > is called pathwise connected , if for each two points x, y P X there
exists a path in X with initial point x and terminal point y.

To make a connection between connectedness and pathwise connectedness, we need a basic
example.

Example 1.7.2. Let a, b P R with a ă b. Then the interval ra, bs is connected (where ra, bs is
endowed with the subspace topology of the euclidean topology).

To see this, consider U, V Ď ra, bs be open and disjoint with U Y V “ ra, bs. One of these
sets contains the point a, for definiteness assume that a P U . Set

c :“ suptt P ra, bs | ra, tq Ď Uu.

Note that c ą a since U is open, and

ra, cq “
ď

tPra,cq

ra, tq Ď U.

Since U is also closed, it follows that c P U . Assume that we had c ă b. Then V ‰ H and
c “ inf V . Since V is closed, it follows that c P V , a contradiction. Thus c “ b. We see that
U “ ra, bs and V “ H, and hence that pU, V q is not a separation.

Lemma 1.7.3. If <X, T > is pathwise connected, then <X, T > is connected.

Proof. Assume towards a contradiction that pU, V q is a separation of X. Choose x P U
and y P V , and a path f : ra, bs Ñ X with initial point x and terminal point y. Then
pf´1pUq, f´1pV qq is a separation of ra, bs, and this contradicts Example 1.7.2. q

Example 1.7.4. Let <Z, T > be a topological vector space, and X a convex subset of Z. Then
<X, T |X> is pathwise connected.

To see this, let x, y P X. Then the whole line segment tp1 ´ tqx ` ty | t P r0, 1su belongs
to X. Since algebraic operations are continuous, the function

f :

#

r0, 1s Ñ X

t ÞÑ p1´ tqx` ty

is continuous, i.e., a path. Its initial point is x and its terminal point is y.

Definition 1.7.5. Let <X, T > be a topological space, and let Y be a subset of X.

(i) We say that Y is a connected subset of X, if <Y, T |Y > is connected.
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(ii) We say that Y is a pathwise connected subset of X, if <Y, T |Y > is pathwise connected.

Connectedness of subsets is related with another notion of separation.

Definition 1.7.6. Let <X, T > be a topological space. Two subsets A,B Ď X are called
separated in X, if

AXB “ AXB “ H.

Lemma 1.7.7. Let <X, T > be a topological space and Y Ď X.

(i) Let A,B Ď X be two nonempty disjoint sets with A Y B “ Y . Then pA,Bq is a
separation of <Y, T |Y >, if and only if A and B are separated in X.

(ii) Y is a connected subset of <X, T >, if and only if it cannot be written as a union of two
nonempty sets which are separated in X.

Proof. We proof (i). First, note that pA,Bq is a separation of <Y, T |Y > if and only if A,B P
T |Y . Assume that B is open in <Y, T |Y >, and choose OB P T with B “ Y X OB . Then
A Ď XzOB , and hence also A Ď XzOB . In particular, AXB “ H. Conversely, assume that
A X B “ H. Then B “ Y X pXzAq, and hence belongs to T |Y . The same arguments show
that A P T |Y if and only if AXB “ H holds.

Item (ii) is an immediate consequence of (i). q

Connectedness and pathwise connectedness are inherited by several constructions.

Theorem 1.7.8.

(i) Let <X, T > be a topological space, Y a connected subset of X, and Z Ď X with Y Ď

Z Ď Y . Then Z is a connected subset of X.

(ii) Let <X, T > and <Y,V> be topological spaces, and f : X Ñ Y a surjective and continuous
map. If <X, T > is connected, then <Y,V> is connected.

(iii) Let <X, T > be a topological space, and let Ai, i P I, be a family of subsets of X with

ď

iPI

Ai “ X,
č

iPI

Ai ‰ H.

If all Ai are connected subsets of X, then <X, T > is connected.

(iv) Let <Xi, Ti>, i P I, be a family of topological spaces, and consider the product X :“
ś

iPI Xi endowed with the product topology T of the topologies Ti. Then <X, T > is
connected, if and only if all <Xi, Ti>, i P I, are connected.

The statements in (ii)–(iv) also hold when “connected” is everywhere replaced by “pathwise
connected”.

Proof.
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Ź Item (i): We use contraposition. Assume that A and B are nonempty sets which are
separated in X and satisfy A Y B “ Z. Then Y X pXzAq Ě B ‰ H, and hence also
Y X pXzAq ‰ H. In the same way, we obtain Y X pXzBq ‰ H. Since Y X A “ Y X pXzBq
and Y XB “ Y X pXzAq, we found a separation of <Y, T |Y >:

Y “ Y X Z “ pY XAq Y pY XBq.

Ź Item (ii); case “connected”: Assume pU, V q is a separation of Y . Then pf´1pUq, f´1pV qq
is a separation of X.

Ź Item (ii); case “pathwise connected”: Let y1, y2 P Y . Choose x1, x2 P X with fpx1q “ y1

and fpx2q “ y2, and choose a path φ in X with initial point x1 and terminal point x2. Then
f ˝ φ is a path in Y with initial point y1 and terminal point y2.

Ź Item (iii); case “connected”: We use contraposition. Assume that pU, V q is a separation
of <X, T >. Then U and V are separated in X. One of U and V must intersect

Ş

iPI Ai
since this intersection is nonempty. For definiteness assume that U X

Ş

iPI Ai ‰ H. Since
the sets Ai, i P I, cover all of X, we find i P I with Ai X V ‰ H. Then we can write
Ai “ pAi X Uq Y pAi X V q, and the sets Ai X U and Ai X V are nonempty and separated in
X.

Ź Item (iii); case “pathwise connected”: Let x1, x2 P X be given, and choose i1, i2 P I with
x1 P Ai1 and x2 P Ai2 . Choose a point z P

Ş

iPI Ai, and paths φ1, φ2 in Ai1 and Ai2 ,
respectively, with initial point z and terminal points x1 and x2, respectively. Then φ´1

1 ¨ φ2

is a path in X with initial point x1 and terminal point x2.

Ź Item (iv); case “connected”: The forward implication follows from the already proved
item (ii), since projections are continuous and surjective. The reverse implication requires
an argument. Before we start, note that if some Xi is empty then also X is empty, and there
is nothing to prove. Hence we may assume throughout that all Xi are nonempty.

Consider first the case of the product of two connected spaces, say X,Y . Fix y P Y , and
consider the cross-shaped sets

Ax :“ π´1
X ptxuq Y π

´1
Y ptyuq for x P X.

The subspace π´1
X ptxuq ofXˆY is homeomorphic to Y via πY , and π´1

Y ptyuq is homeomorphic
to X via πX . Hence, both of these subspaces are connected. Their intersection contains the
point px, yq, and we conclude that Ax is connected. Clearly, we have X ˆ Y “

Ť

xPX Ax and
Ş

xPX Ax Ě π´1
Y ptyuq ‰ H, and conclude that X ˆ Y is connected.

Using induction, it follows immediately that the product of finitely many connected spaces
is again connected.

We turn to the general case. Assume that all spaces <Xi, Ti> are connected. Fix elements
zi P Xi, and set

AJ :“
č

jPIzJ

π´1
j ptzjuq for J Ď I finite.

The product map
ś

jPJ πj is a homeomorphism of AJ onto
ś

jPJ Xj . By the already establish
“finite case”, all sets AJ are connected. Set

A :“
ď

JĎI
J finite

AJ .
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Clearly, pziqiPI P
Ş

iPI Ai, and we obtain that A is connected.

We are going to show that A is dense in X, and this will conclude the proof by the already
established item (i). Consider a nonempty open set O in X, and choose a set U of the form

U “
n
č

l“1

π´1
il
pOilq,

where Oil is open in Xil and nonempty, such that U Ď O. Then U X AJ ‰ H where
J :“ ti1, . . . , inu.

Ź Item (iv); case “pathwise connected”: Again the forward implication holds since projections
are continuous and surjective. Conversely, let pxiqiPI , pyiqiPI P X. Choose paths φi : r0, 1s Ñ
Xi with φip0q “ xi and φip1q “ yi. Then the product map

φptq :“
`

φiptq
˘

iPI

is a path in X and satisfies φp0q “ pxiqiPI and φp1q “ pyiqiPI .

q

The following statement is a simple corollary but exhibits an important concept.

Corollary 1.7.9. Let <X, T > be a topological space. The relations defined as

x»cy :ôDA connected subset of X. x, y P A

x»pcy :ôDA pathwise connected subset of X. x, y P A

are equivalence relations. We have »pcĎ»c and

x »pc y ô Df path in X with initial point x and terminal point y (1.12)

Proof. Singleton sets are obviously connected and pathwise connected. Hence the relations
»c and »pc are reflexive. Symmetry is built in the definition. Transitivity follows from
Theorem 1.7.8 (iii). Moreover, the inclusion »pcĎ»c follows from Lemma 1.7.3.

The forward implication in (1.12) is clear, and for the backward implication we use The-
orem 1.7.8 (ii) which implies that every path is connected. q

The equivalence classes of »c are called the connected components of <X, T >, and the equiv-
alence classes of »pc the path-components of <X, T >. Since »pcĎ»c, each connected compo-
nent is a disjoint union of certain path-components.

Proposition 1.7.10. Let <X, T > be a topological space. Each connected component of <X, T >
is a connected subset of X, and every connected subset of X is entirely contained in one
connected component. In particular, <X, T > is connected, if and only if it has only one
connected component.

The same holds when “connected” and “connected component” is everywhere replaced by
“pathwise connected” and “path-component”, respectively.

Proof. Let A Ď X be connected. If x, y P A, then x »c y, and hence x and y belong to the
same connected component of X. We see that A lies entirely in one connected component.

Let C be a connected component of X. Fix z P C. Then for every x P C we have x »c z
and thus find a connected set A with x, z P A. It follows that

C “
ď

 

A |A connected, z P A
(

,

and Theorem 1.7.8 (iii) implies that C is connected.
The very same arguments apply with a pathwise connected set and a path-component. q
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Definition 1.7.11. A topological space <X, T > is called

(i) locally connected , if for every point x P X the set of all connected neighbourhoods of x
forms a neighbourhood base of x.

(ii) locally pathwise connected , if for every point x P X the set of all pathwise connected
neighbourhoods of x forms a neighbourhood base of x.

Proposition 1.7.12. A topological space <X, T > is locally connected, if and only if for every
open subset U of X all connected components of <U, T |U > are open.

The same holds when “locally connected” and “connected component” is replaced by “lo-
cally pathwise connected” and “path-component”, respectively.

Proof. Assume first that <X, T > is locally connected. Let U Ď X be open, let C be a
connected component of <U, T |U >, and x P C. Since U is a neighbourhood of x, we find a
connected neighbourhood V of x with V Ď U . Since T |V equals pT |U q|V , V is a connected
subset of <U, T |U >. Since V X C ‰ H, it follows that V Ď C. Thus C is a neighbourhood of
x.

For the converse implication, let x P X and U Ď X open with x P U . Let C be the
connected component of <U, T |U > with x P C. Since C is open in <U, T |U > and U is open in
X, it follows that C is open in X and hence a neighbourhood of x. Moreover, we know that
C is connected.

The same argument applies word by word to the case of path-components. q

Corollary 1.7.13. If <X, T > is locally pathwise connected, then »c“»pc. In particular, a
connected and locally pathwise connected space is pathwise connected.

Proof. By Proposition 1.7.12 all path-components are open. Let C be a connected component
of X. Then C is the disjoint union of certain path-components, say C “

Ť

iPI Pi. If I has
more than one element, we obtain a separation of C. Namely, choose j P I, then

C “ Pj Y
´

ď

iPI
i‰j

Pi

¯

.

This contradicts the fact that C is connected. We conclude that |I| “ 1, i.e., C is a path-
component. q

1.8 The free product of groups

We discuss an algebraic construction: the free product of a family of groups.

Theorem 1.8.1. Let Gi, i P I, be a family of groups. There exists a tuple <G, pγiqiPI> where
G is a group and γi : Gi Ñ G are homomorphisms, with the following property:

Ź For every tuple <H, pφiqiPI> where H is a group and φi : Gi Ñ H are homomorphisms,
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there exists a unique homomorphism Φ: GÑ H with φi “ Φ ˝ γi for all i P I.

...

Gi
... G H

Gj
...

γi

φi

Φ

γj

φj

(1.13)

The group G with these properties is unique up to isomorphism, and we will denote it as
IiPIGi.

Uniqueness follows immediately from (1.13).

Proof of Theorem 1.8.1; uniqueness. Assume we have <G, pγiqiPI> and <G1, pγ1iqiPI> which
both have the stated property. Then there exist Φ,Φ1 with

...

Gi
... G G1

Gj
...

γi

γ1i

Φ

γj

γ1j

...

Gi
... G1 G

Gj
...

γ1i

γi

Φ1

γ1j

γj

From this, we obtain

...

Gi
... G G

Gj
...

γi

γi

Φ1˝Φ

idGγj

γj

...

Gi
... G1 G1

Gj
...

γ1i

γ1i

Φ˝Φ1

idG1γ1j

γ1j

and uniqueness implies Φ1 ˝ Φ “ idG and Φ ˝ Φ1 “ idG1 . q

The existence part of Theorem 1.8.1 relies on the construction of the monoid of words. Recall
that a word w over a (nonempty) alphabet A is a finite tuple a1a2 ¨ ¨ ¨ an of elements of A.
The elements ai in this tuple are called the letters of the word w. The number n of letters
of w is called the length of the word. We denote the set of all words over the alphabet A as
A˚. Formally, thus,

A˚ :“
ď

nPN
An.

A particular role is played by the empty word : this is the unique element of A0,and we
denote it as ε. The set A˚ becomes a monoid, when endowed with the binary operation of
concatenation: given w “ a1 ¨ ¨ ¨ an and v :“ b1 ¨ ¨ ¨ bm, set

w ¨ v :“ a1 ¨ ¨ ¨ anb1 ¨ ¨ ¨ bm.
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Formally, concatenation is first defined as map

¨ :

#

An ˆAm Ñ An`m
`

pa1, . . . , anq, pb1, . . . , bmq
˘

ÞÑ pa1, . . . , an, b1, . . . , bmq

and then glued together to a map ¨ : A˚ ˆ A˚ Ñ A˚. Clearly, this operation is associative
and the empty word is a unit element.

Proof of Theorem 1.8.1; existence. Denote by A the disjoint union of the sets Gi, i P I.
Formally, thus,

A :“
ď

iPI

pGi ˆ tiuq.

Moreover, denote the multiplication in Gi as ¨i : GiˆGi Ñ Gi, and let ei be the unit element
of Gi.

À We define an equivalence relation on A˚: First, unit elements can be skipped. Set

a1 ¨ ¨ ¨ an „1 b1 ¨ ¨ ¨ bm :ô

m “ n´ 1 ^ Dk P t1, . . . , nu, i P I. ak “ ei ^ bl “

#

al if l ă k

al`1 if l ě k

Second, two neighbouring elements which belong to the same group can be multiplied out.
Set

a1 ¨ ¨ ¨ an „2:“ b1 ¨ ¨ ¨ bm :ô

m “ n´ 1 ^ Dk P t1, . . . , n´ 1u, i P I. ak, ak`1 P Gi ^ bl “

$

’

&

’

%

al if l ă k

ak ¨i ak`1 if l “ k

al`1 if l ą k

Now let Θ Ď A˚ ˆA˚ be the smallest equivalence relation containing „1 Y „2.

Á Θ is compatible with concatenation: Inspecting the definitions, it is clear that

@w1, w2, v P A
˚. w1 „1 w2 ñ w1 ¨ v „1 w2 ¨ v,

@w1, w2, v P A
˚. w1 „2 w2 ñ w1 ¨ v „2 w2 ¨ v,

and the same for concatenation with v from the right.

We thus obtain a monoid A˚{Θ by representantwise definition

w{Θ ¨ v{Θ :“ pw ¨ vq{Θ for w, v P A˚.

The unit element of this monoid is ε{Θ.

Â A˚{Θ is a group: We have to prove existence of inverses. Let w “ a1 ¨ ¨ ¨ an be given. Then
(inverse elements a´1

k are computed in the respective group to which the letter ak belongs)

pa1 ¨ ¨ ¨ anq ¨ pa
´1
n ¨ ¨ ¨ a´1

1 q “ a1 ¨ ¨ ¨ ana
´1
n ¨ ¨ ¨ a´1

1 „2 a1 ¨ ¨ ¨ an´1pana
´1
n qa

´1
n´1 ¨ ¨ ¨ a

´1
1

„1 a1 ¨ ¨ ¨ an´1a
´1
n´1 ¨ ¨ ¨ a

´1
1 „2 . . . „1 a1a

´1
1 „1 ε

and the same for the product in reversed order.
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Ã Definition of γi: For i P I denote by δi : Gi Ñ A˚ the map assigning to an element the
corresponding one-letter word. I.e., δipaq :“ a, where the “a” on the left side is an element
of Gi and “a” on the right side is the one-letter word. Further, let π : A˚ Ñ A˚{Θ be the
canonical projection. Then we define

γi :“ π ˝ δi.

For each i P I and elements a, b P Gi, we have a ¨i b „2 ab, and hence

γipa ¨i bq “ πpabq “ πpa ¨ bq “ πpaq ¨ πpbq “ γipaq ¨ γipbq,

i.e., γi is a homomorphism.

Ä We prove existence of Φ: Denote by e the unit element of the group H. First we work on
the level of words, and construct Φ0 : A˚ Ñ H. Let w “ a1 ¨ ¨ ¨ an with n ě 1 be given, and
let ik P I be the indices with ak P Gik . Then we set

Φ0pwq :“ φi1pa1q ¨ . . . ¨ φinpanq,

where multiplications takes place in the group H. Moreover, Φ0pεq :“ e. Since multiplication
in H is associative, Φ0 is a homomorphism of monoids. It is built in the definition of Φ0 that
the diagram

...

Gi
... A˚ H

Gj
...

δi

φi

Φ0

δj

φj

commutes.

If w „1 v, and k is as in the definition of „1, then φikpaikq “ e, and hence Φ0pwq “ Φ0pvq.
If w „2 v, and k is as in the definition of „2, then ik “ ik`1 and φikpakq ¨ φik`1

pak`1q “

φikpakak`1q. Hence, also in this case Φ0pwq “ Φ0pvq. Thus Φ0 factors to a homomorphism
Φ: A˚{Θ Ñ H, and we have

...

Gi
... A˚ A˚{Θ H

Gj
...

δi

φi

π

Φ0

Φ

δj

φj

Å We prove uniqueness of Φ: Assume we have some homomorphism Φ1 : G Ñ H which
makes (1.13) commute. Every word w “ a1 ¨ ¨ ¨ an is the concatenation of its letters, i.e.,
w “ a1 ¨ . . . ¨ an. Using (1.13), we obtain

Φ1pw{Θq “ Φ1pa1{Θq ¨ . . . ¨ Φ
1pan{Θq “ φ1pa1q ¨ . . . ¨ φnpanq “ Φpw{Θq.
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q

Lemma 1.8.2. Let Gi, i P I, be a family of groups.

(i) The free product IiPIGi is generated by
Ť

iPI γipGiq.

(ii) All maps γi are injective. Let us deduce this from the universal property (1.13).

(iii) Denote by e the unit element of IiPIGi. Then

@i, j P I, i ‰ j. γipGiq X γjpGjq “ teu (1.14)

Proof. Item (i) is clear from the construction of G as a factor of the monoid of words, since
each word is the product of its letters.

We come to the proof of (ii). Fix i P I and for all j ‰ i let 1 : Gj Ñ Gi be the constant
homomorphism mapping everything to the unit element. Then we find Φ with

...

Gi
... IiPIGi Gi

Gj
...

γi

idGi

Φ

γj

1

To see (iii), we use that the groups Gi can be embedded into their direct product. Let
φj : Gj Ñ

ś

iPI Gi be the map (ei is the unit element of Gi)

φjpaq :“ pbiqiPI with bi :“

#

a if i “ j

ei otherwise

Then φj is injective and a homomorphism. Let Φ: IiPIGi Ñ
ś

iPI Gi be the homomorphism
with Φ ˝ γj “ φj for all j P I. Since

@i, j P I, i ‰ j. φipGiq X φjpGjq “ tpeiqiPIu,

injectivity of the maps φi implies (1.14). q

The choice of the name “free product” is justified by the following fact. Recall here that a
group G is called free with basis B, if B Ă G and for every group H and map φ : B Ñ H
there exists a unique homomorphism Φ: G Ñ H with Φ|B “ φ. The elements of B are also
called the generators of G. For example, the free group with one generator is just Z (with
basis t1u).

Lemma 1.8.3. Let Gi, i P I, be a family of groups, and assume that Gi is free with basis
Bi. Then IiPIGi is free with basis

Ť

iPI Bi. Note here that this is a disjoint union.
In particular, we can write every free group (with some basis B) as the free product of |B|

copies of Z.

Proof. Set B :“
Ť

iPI γipBiq. Let H be a group and φ : B Ñ H.
We show that φ has an extension to a homomorphism. Consider the maps φ˝pγi|Biq : Bi Ñ

H, let φi : Gi Ñ H be the homomorphism with φi|Bi “ φ ˝ pγi|Biq, and let Φ: IiPI Ñ H be
the homomorphism with Φ ˝ γi “ φi. Then Φ|B “ φ.

We show uniqueness. Assume that Φ1 : IiPI Ñ H is any homomorphism with Φ1|B “ φ.
The map Φ1 ˝ γi : Gi Ñ H is a homomorphism, and satisfies pΦ1 ˝ γiq|Bi “ φ ˝ pγi|Biq. Hence,
we must have Φ1 ˝ γi “ φi, and in turn Φ1 “ Φ. q
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1.9 Colimits of groups

Having available the free product of a family of groups Gi, we can make a more general
construction where relations between the groups Gi are permitted. To explain this in a
structured way, some vocabulary is needed. We deal with diagrams of groups of a very
particular form (and not with the general situation where arbitrary diagrams are permitted).

Definition 1.9.1. A diagram of groups is a triple <I,GJ , ιJ,j> where

Ź I is a nonempty set,

Ź GJ are groups where J runs through all subsets of I with 1 ď |J | ď 2,

Ź ιJ,j : GJ Ñ Gtju are homomorphisms where J Ď I with |J | ď 2 and j P J .

Gtiu
Gti,ju

Gtju

ιti,ju,i

ιti,ju,j

Definition 1.9.2. A cone over a diagram <I,GJ , ιJ,j> is a tuple <G, γi> where

Ź G is a group,

Ź γi : Gtiu Ñ G are homomorphisms where i P I,

Ź @i, j P I. γi ˝ ιti,ju,i “ γj ˝ ιti,ju,j

Gtiu
Gti,ju G

Gtju

γi
ιti,ju,i

ιti,ju,j
γj

Definition 1.9.3. A colimit of a diagram <I,GJ , ιJ,j> is a cone <G, γi> with the following
property:

Ź For every cone <H,φi> over the diagram <I,GJ , ιJ,j>, there exists a unique homomorphism
Φ: GÑ H with φi “ Φ ˝ γi for all i P I.

Gtiu
Gti,ju G H

Gtju

γi

φi

ιti,ju,i

ιti,ju,j

Φ

γj

φj

Let us give an example of a colimit.
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Example 1.9.4. Let G be a group and Ni, i P I, be normal subgroups of G. Denote by N the
smallest normal subgroup of G which contains

Ť

iPI Ni. Moreover, let

pi : GÑ G{Ni , p̄i : G{Ni Ñ G{N , p : GÑ G{N

be the canonical projections. We claim that <G{N , p̄i> is a colimit of the diagram

G{Ni

G
...

G{Nj

pi

pj

To establish this claim, consider an arbitrary cone <H,φi> over this diagram. Then the map
φi ˝pi : GÑ H does not depend on i P I. Hence, its kernel contains all Ni and thus it factors
through G{N , i.e., we find a homomorphism Φ: G{N Ñ H with φi ˝ pi “ Φ ˝ p.

G{Ni

G G{N H

G{Nj

p̄i

φi

p

pi

pj

Φ

p̄j

φj

Since pi is surjective, the relation φi ˝ pi “ Φ ˝ p “ Φ ˝ p̄i ˝ pi implies that φi “ Φ ˝ p̄i.

Assume we have another homomorphism Φ1 : G{N Ñ H with φi “ Φ1 ˝ p̄i. Then

Φ1 ˝ p “ Φ1 ˝ p̄i ˝ pi “ φi ˝ pi “ Φ ˝ p̄i ˝ pi “ Φ ˝ p,

and surjectivity of p implies that Φ1 “ Φ.

The following basic result says that colimits always exist and are essentially unique. This
result is neither specific for groups nor for the particular form of the diagrams considered; it
holds in a much more general context (which we do not touch upon).

Theorem 1.9.5.

(i) Let <I,GJ , ιJ,j> be a diagram of groups. Then there exists a colimit of <I,GJ , ιJ,j>.

(ii) Let <I,GJ , ιJ,j> and <I,G1J , ι
1
J,j> be two diagrams with the same index set I, let <G, γi>

be a colimit of the first and <G1, γ1i> a colimit of the second.

Assume that we have isomorphisms µJ : GJ Ñ G1J for all J Ď I, 1 ď |J | ď 2, with

@J Ď I, |J | “ 2 @j P J. ι1J,j ˝ µJ “ µtju ˝ ιJ,j

Then there exists an isomorphism µ : GÑ G1 with

@i P I. µ ˝ γi “ γ1i ˝ µtiu
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Gtiu
Gti,ju G

Gtju

G1
tiu

G1
ti,ju G1

G1
tju

γi

µtiuµti,ju

ιti,ju,i

ιti,ju,j

µ

γj

µtju

γ1iι1ti,ju,i

ι1ti,ju,j
γ1j

Existence of colimits is a consequence of our knowledge about free products. To motivate
this, let us explain that a free product is actually an example of a colimit.

Example 1.9.6. Let Gi, i P I, be groups, and consider the diagram

Gi

t1u
...

Gj

(1.15)

where the dotted maps are the unique homomorphisms from the trivial group into Gi. Then
every group G with arbitrary homomorphisms φi : Gi Ñ G forms a cone over this diagram.
In particular, <IiPIGi, γi> is a cone over (1.15). The universal property of the free product
ensures that it is actually a colimit.

Proof of Theorem 1.9.5, existence. Let a diagram <I,GJ , ιJ,j> be given. In contrast to the
above example, the free product will not form a cone over this diagram. We pass to a factor
in order to enforce the required commutation relations. Set

L0 :“
!

pγi ˝ ιti,ju,iqpaqpγj ˝ ιti,ju,jqpaq
´1 | i, j P I, i ‰ j, a P Gti,ju

)

,

and let N be the smallest normal subgroup of IiPIGi which contains L0. Moreover, denote
by p : GÑ G{N the canonical projection. The definition of L0 is made such that

pp ˝ γiq ˝ ιti,ju,i “ pp ˝ γjq ˝ ιti,ju,j ,

and thus <
`

IiPIGi
˘L

N
, p ˝ γi> is a cone over <I,GJ , ιJ,j>.

Let <H,φi> be some cone over <I,GJ , ιJ,j>. By the universal property of the free product
we find Φ: IiPIGi Ñ H with φi “ Φ ˝ γi.

Gtiu

Gti,ju IiPIGi
`

IiPIGi
˘L

N
H

Gtju

γi

φi

p˝γi
ιti,ju,i

ιti,ju,j

p

Φ

γj

φj

p˝γj
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We have

Φ ˝ γi ˝ ιti,ju,i “ φi ˝ ιti,ju,i “ φj ˝ ιti,ju,j “ Φ ˝ γj ˝ ιti,ju,j ,

and hence L0 Ď ker Φ. Thus Φ factors, and we find Φ1 :
`

IiPIGi
˘L

N
Ñ H with Φ “ Φ1 ˝ p.

Using this, it follows that

Φ1 ˝ p ˝ γi “ Φ ˝ γi “ φi,

and we see that Φ1 is a required fill-in. To show uniqueness, assume we have Φ2 which also
satisfies Φ2 ˝ p ˝ γi “ φi. Since the union

Ť

iPI γipGiq generates the free product, it follows
that Φ2 ˝ p “ Φ1 ˝ p. Now surjectivity of p implies that Φ2 “ Φ1.

We conclude that

@`

IiPIGi
˘L

N
, p ˝ γi

D

is a colimit of the diagram <I,GJ , ιJ,j>. q

Uniqueness of colimits is a simple argument using the defining universal property of a colimit.

Proof of Theorem 1.9.5, uniqueness.

À We have

γ1i ˝ µtiu ˝ ιti,ju,i “ γ1i ˝ ι
1
ti,ju,i ˝ µti,ju “ γ1j ˝ ι

1
ti,ju,j ˝ µti,ju “ γ1j ˝ µtju ˝ ιti,ju,j ,

hence <G1, γ1i ˝ µtiu> is a cone over the diagram <I,GJ , ιJ,j>. Thus there exists a fill-in µ : GÑ
G1 with γ1i ˝ µtiu “ µ ˝ γi.

Changing the roles of primed and unprimed groups and maps provides us with a fill-in
ν : G1 Ñ G satisfying γi ˝ µ

´1
tiu “ ν ˝ γ1i.

Á Trivially, <G, γi> is a cone over <I,GJ , ιJ,j>. The corresponding fill-in GÑ G obviously is
idG. We have

ν ˝ µ ˝ γi “ ν ˝ γ1i ˝ µtiu “ γi ˝ µ
´1
tiu ˝ µtiu “ γi,

and uniqueness of the fill-in implies that ν ˝ µ “ idG.

Changing the roles of primed and unprimed groups and maps yields µ ˝ ν “ idG1 .

q
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Chapter 2

Compactifications

Compact spaces, in particular compact Hausdorff spaces, are a very well-behaved class of topo-

logical spaces. While products of compact spaces are again compact by Tychonoff’s Theorem,

subspaces of compact spaces are in general not anymore compact. If a topological space is

(homeomorphic to) a subspace of a compact space, or even a compact Hausdorff space, this

outer structure can be useful for many purposes.

§1. The notion of compactification . . . . . . . . . . . . . . . . . . . . . . . . . 37

§2. Two examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

§3. Structure of (T2)-compactifications . . . . . . . . . . . . . . . . . . . . . 44

§4. The Stone-Čech compactification. . . . . . . . . . . . . . . . . . . . . . .49

§5. The algebra CpXq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.1 The notion of compactification

Speaking informally, a compactification of a topological space X is a compact space which
contains X as a subspace and is not superficially large. Naturally, we thereby think up to
homeomorphisms.

Definition 2.1.1. Let <X, T > be a topological space.

(i) A compactification of <X, T > is a triple <Y,V, ι> where <Y,V> is a compact topological
space and ι is an embedding of <X, T > onto a dense subspace of <Y,V>.

(ii) A (T2)-compactification of <X, T > is a compactification <Y,V, ι> of <X, T > with <Y,V>
being Hausdorff.

Remark 2.1.2. The requirement that ιpXq is dense can always be achieved. Assume <X, T >
is a topological space, <Y,V> is a compact topological space, and ι : X Ñ Y is an embedding.
Then we set Y 1 :“ Y , endow Y 1 with the subspace topology of Y , and let ι1 : X Ñ Y 1 be the

37
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corestriction of ι. Then Y 1 is compact, ι1 is an embedding, and the image of X under ι1 is
dense in Y 1.

Thus, if we have some embedding of <X, T > into a compact space <Y,V>, we automatically
obtain a compactification. Clearly, if <Y,V> is (T2), then this will be a (T2)-compactification.

On the collection of all compactifications of a fixed topological space, we have a natural
notion of morphisms. Namely, again speaking informally, continuous maps which leave X
pointwise fixed.

Definition 2.1.3. Let <X, T > be a topological space, and let <Y,V, ιY > and <Z,W, ιZ> be
compactifications of <X, T >. A morphism

<Y,V, ιY > <Z,W, ιZ>
φ

is a map φ : Y Ñ Z which is V-to-W–continuous and satisfies φ ˝ ιY “ ιZ :

X

Y Z

ιY ιZ

φ

Observe that the composition of morphisms is again a morphism, and that for every com-
pactification <Y,V, ι> the identity map idY is a morphism from <Y,V, ι> to itself. Thus we
naturally have the notion of isomorphism: a morphism φ : Y Ñ Z is an isomorphism, if there
exists a morphism in the reverse direction ψ : Z Ñ Y , such that φ˝ψ “ idZ and ψ ˝φ “ idY .

Spelled out concretely, an isomorphism between two compactifications <Y,V, ιY > and
<Z,W, ιZ> of a topological space <X, T >, is a V-to-W–homeomorphism φ : Y Ñ Z with φ˝ιY “
ιZ .

The central question which poses itself is:

What can one say about the “structure” of the collection of all compactifications
(or (T2)-compactifications) of a given topological space <X, T > ?

Some more concrete instances of this vague question could be: does there exist a compacti-
fication, is it unique, is there a largest or smallest one, etc. Of course, in all these questions
we think up to isomorphism.

We can easily answer the question for existence of a compactification affirmatively. This
is a corollary of Theorem 1.2.2.

Corollary 2.1.4. Every topological space has a compactification.

Proof. Let <X, T > be given, and consider its one-point extension <αpXq, Tα>. This is a com-
pact space, and the inclusion map ια is an embedding. Thus, <X, T > has the compactification
<ιαpXq, Tα|ιαpXq, ια>. q

In this context it is worth to observe that

ιαpXq not dense ô ιαpXq closed ô t8u open in αpXq ô <X, T > is compact

The first two equivalences follow since αpXqzιαpXq “ t8u, and the last equivalence follows
from the definition of Tα.
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Definition 2.1.5. Let <X, T > be a non-compact topological space. Then <αpXq, Tα, ια> is
called the one-point compactification or Alexandroff compactification of <X, T >.

Remark 2.1.6. If <X, T > and <Y,V> are homeomorphic non-compact topological spaces, then
their one-point compactifications are isomorphic.

This holds since a homeomorphism φ : X Ñ Y certainly satisfies (1.5) and thus lifts to a
homeomorphism αpφq : αpXq Ñ αpY q. That αpφq satisfies αpφq˝ ιX “ ιY holds by definition.

Let us now explain in two different situations that there is no hope for uniqueness. There
even is the counterintuitive curiosity that a compact space has many non-isomorphic com-
pactifications. Note here that a compact space <X, T > obviously can be considered as its own
compactification: <X, T , idX>.

Example 2.1.7. Let X be a nonempty set, and consider the indiscrete topology T :“ tH, Xu
on X. Then <X, T > is compact. Let Y be a set whose cardinality is larger or equal than
the cardinality of X, and choose an injective map ι : X Ñ Y . We endow Y also with the
indiscrete topology V :“ tH, Y u. The subspace topology V|ιpXq is the indiscrete topology on
ιpXq, and hence ι is a homeomorphism of X onto ιpXq. Since ιpXq ‰ H, it is dense in Y . It
follows that <Y,V, ι> is a compactification of <X, T >.

The base sets of isomorphic compactifications must in particular have the same cardinality.
We see that for each cardinality ě |X| there exists at least one compactification, and all these
compactifications are non-isomorphic.

A short argument shows that this curiosity cannot occur under presence of the Hausdorff
separation axiom.

Lemma 2.1.8. If <X, T > is compact and Hausdorff, then <X, T , idX> is, up to isomorphism,
the only (T2)-compactification of <X, T >.

Proof. Assume we have a (T2)-compactification <Y,V, ιY > of a compact Hausdorff space
<X, T >. Then ιpXq is compact in <Y,V>, and hence closed. However, it is also dense, and
therefore ιpXq “ Y . As a bijective and continuous map between two compact Hausdorff
spaces, ι is a homeomorphism. The validity of ι ˝ idX “ ι is trivial. q

The major interest of course is to investigate compactifications of spaces which are not
already compact themselves. And in the non-compact setting, uniqueness fails even for very
well-behaved spaces.

Example 2.1.9. Consider the real numbers R endowed with the euclidean topology E . We
present two different compactifications of <R, E>.

À Denote by S1 the unit circle in the plane, and let S1 be endowed with the subspace topology
V1 of the euclidean topology on R2 – C. Moreover, let ι1 : RÑ S1 be defined by the formula

ι1ptq :“ exp
`

2i arctan t
˘

for t P R,

where arctan denotes the branch with values in p´π
2 ,

π
2 q.

Then ι1 is a bijection of R onto S1zt´1u, is continuous, and maps open intervals to open
arcs. Hence, ι1 it is a homeomorphism of R onto S1zt´1u. Clearly, S1 is a compact Hausdorff
space, and S1zt´1u is dense in S1. Hence, <S1,V1, ι1> is a (T2)-compactification of <R, E>.
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Á The second example is quite similar to the first. Denote by Cr the open right half-plane,
consider the half-circle S1 X Cr, and let V2 be the subspace topology on S1 X Cr of the
euclidean topology in the plane. Moreover, let ι2 : RÑ S1 X Cr be defined by the formula

ι2ptq :“ exp
`

i arctan t
˘

for t P R.

For the same reasons as above, ι2 is a homeomorphism of R onto S1XCr, and it follows that
<S1 X Cr,V2, ι2> is a (T2)-compactification of R.

Since |S1zι1pRq| “ 1 and |pS1XCrqzι2pRq| “ 2, the compactifications in À and Á cannot be
isomorphic. And, as one may expect, S1XCr is larger than S1 in the sense that there exists a
surjective morphism φ from <S1 X Cr,V2, ι2> onto <S1,V1, ι1>: namely, define φ : S1XCr Ñ S1

as

φpzq :“

#

ι1 ˝ ι
´1
2 pzq if z P ι2pRq,

´1 if z P ti,´iu.

If pznqnPN is a sequence in Y2 which converges to i or ´i, then φpznq converges to ´1, hence
φ is continuous. The property that φ ˝ ι2 “ ι1 is built in the definition.

The construction in these examples is ad-hoc and depends on an auxiliary structure. A
simple, yet extremely important, way to construct compactifications intrinsically is by using
separating families of maps.

Lemma 2.1.10. Let <X, T > be a topological space, and let fi : X Ñ Yi, i P I, be a separating
family of maps into compact spaces <Yi,Vi>, i P I. Set Y :“ p

ś

iPI fiqpXq, where the closure
is understood w.r.t. the product topology

ś

iPI Vi, let V be the subspace topology on Y of
ś

iPI Vi, and let ι : X Ñ Y be the corestriction of
ś

iPI fi. Then <Y,V, ι> is a compactification
of <X, T >.

Proof. By Proposition 1.1.5 (i), ι is an embedding, and by the definition of Y , ιpXq is dense
in Y . Tychonoff’s Theorem ensures that <Y,V> is compact. q

Let us revisit Example 2.1.9 and show that both compactifications constructed there could
also be obtained by means of Lemma 2.1.10.

Example 2.1.11.

À Let h : RÑ r0, 1s be the piecewise linear and continuous function defined as

hpxq :“ maxt1´ |x|, 0u for x P R,

and for n P N and q P Q let hn,q be the rescaled and shifted function

hn,qpxq :“ h
`

npx´ qq
˘

for x P R.

These functions satisfy

hn,qpxq

#

“ 0 if |x´ q| ě 1
n ,

P r 12 , 1s if |x´ q| ď 1
2n ,

and hence thn,q |n P N, q P Qu is a separating family.
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We extend the functions hn,q to S1 by setting

h̃n,qpzq :“

#

phn,q ˝ ι
´1
1 qpzq if z P S1zt´1u,

0 if z “ ´1.

This definition ensures that h̃n,q ˝ ι1 “ hn,q. The function h̃n,q is continuous, since its
restrictions to S1zt´1u and S1zι1psupphn,qq are both continuous, and these two sets are

open and cover S1. Moreover, the family th̃n,q |n P N, q P Qu is point separating. By

Proposition 1.1.5 (ii), the product map φ̃ :“
ś

nPN,qPQ h̃n,q is an embedding. We also see that

φ̃pS1q is a compact, and hence closed, subset of
ś

nPN,qPQr0, 1s.

Let <Y,V, ι> be the compactficiation of R obtained from the separating family thn,q |n P
N, q P Qu by means of Lemma 2.1.10, i.e., ι is the product map ι “

ś

nPN,qPQ hn,q and Y is
the closure of ιpRq. It follows that

Y “ ιpRq
ś

r0,1s
“ φ̃pι1pRqq

ś

r0,1s

“ φ̃pι1pRqq
φ̃pS1

q

“ φ̃
`

ι1pRq
˘

“ φ̃pS1q.

Putting together, φ̃ is a homeomorphism of S1 onto Y , and φ̃ ˝ ι1 “ ι. This means that it is
an isomorphism from <S1,V1, ι1> to <Y,V, ι>.

Á We proceed in exactly the same way, only adding one function which distinguishes “left
from right”: set

hpxq :“ max
 

0,mintx, 1u
(

for x P R.

The family thu Y thn,q |n P N, q P Qu is separating.

The functions hn,q and h can be extended to continuous functions of S1 X Cr into r0, 1s
by means of

ĥpzq :“

$

’

&

’

%

ph ˝ ι´1
2 qpzq if z P S1 X Cr,

1 if z “ i,

0 if z “ ´i,

ĥn,qpzq :“

#

phn,q ˝ ι
´1
2 qpzq if z P S1 X Cr,

0 if z P ti,´iu,

so that ĥ˝ ι2 “ h and ĥn,q ˝ ι2 “ ι. The product map φ̂ :“ ĥˆ
ś

nPN,qPQ ĥn,q is an embedding
of R into r0, 1s ˆ

ś

nPN,qPQr0, 1s, and we obtain in the same way as above that it yields

an isomorphism from <S1 X Cr,V2, ι2> to the compactification <Ŷ , V̂, ι̂> obtained from the
separating family thu Y thn,q |n P N, q P Qu.

From the presently elaborated point of view, it is also clear that <Ŷ , V̂, ι̂> can be mapped onto
<Y,V, ι> with a surjective morphism. The first of these two compactifications is constructed
from a larger family of continuous functions, and we can just use the projection of r0, 1s ˆ
ś

pn,qqPNˆQr0, 1s onto the factor
ś

pn,qqPNˆQr0, 1s.

2.2 Two examples

We have already seen one very special compactification of a topological space <X, T >, namely
its Alexandroff compactification <αpXq, Tα, ια>. If <X, T > is completely regular, we obtain
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from Tychonoff’s embedding theorem (Theorem 1.3.7) another very special compactification.
Namely, if

ι :“
ź

fPCpX,r0,1sq

f : X Ñ
ź

fPCpX,r0,1sq

r0, 1s

is the embedding constructed in Tychonoff’s theorem, we set βpXq :“ ιpXq, let Tβ be the
subspace topology of the product topology, and ιβ the corestriction of ι. Recall here Re-
mark 2.1.2, and that the product is compact by Tychonoff’s product theorem. This com-
pactification is called the Stone-Čech compactification of <X, T >.

In this section we give two quick applications, one of them using the Stone-Čech com-
pactification and the other using the Alexandroff compactification.

The first is a description of the dual space of `8. Recall that

`8 :“
 

panqnPN | sup
nPN

|an| ă 8
(

, }panqnPN}8 :“ sup
nPN

|an| for panqnPN P `
8,

is a complete normed space, and that its dual space p`8q1 is the space of all continuous linear
functions of `8 into C.

Here we will use, without giving its proof, the Riesz-Markov-Kakutani representation
theorem.

Theorem 2.2.1 (Riesz-Markov representation theorem). Let <X, T > be a compact Hausdorff
space. Denote by <CpXq, } ¨ }8> the Banach space of all complex-valued continuous functions
on X endowed with the supremum norm, i.e.,

CpXq :“
 

f : X Ñ C | f continuous
(

, }f}8 :“ sup
xPX

|fpxq| for f P CpXq,

and by <MpXq, } ¨ }> the Banach space of all regular Borel measures on X endowed with the
total variation norm, i.e.,

MpXq :“
 

µ |µ regular Borel measure on X
(

, }µ} :“ |µ|pXq for µ PMpXq.

Then the formula

µ ÞÑ
´

f ÞÑ

ż

X

f dµ
¯

for µ PMpXq, f P CpXq,

establishes an isometric isomorphism of <MpXq, } ¨ }> onto the dual space <CpXq, } ¨ }8>1.

Our aim is to prove the following fact.

Theorem 2.2.2. The dual space p`8q1 is isometrically isomorphic to the space MpβpNqq of
all regular Borel measures on the Stone-Čech compactification βpNq where N is endowed with
the discrete topology.

In the proof we use a general property of the Stone-Čech compactification, which we shall now
explain. Denote by CbpXq the set of all complex-valued continuous and bounded functions
on X. Clearly, CbpXq is a subalgebra of CpXq. When endowed with the supremum norm

}f}8 :“ sup
xPX

|fpxq| for f P CbpXq,

it becomes a complete normed space.
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Proposition 2.2.3. Let <X, T > be a completely regular space. Then the map

ι˚β :

#

CpβpXqq Ñ CbpXq

f ÞÑ f ˝ ιβ

is an isometric and bijective algebra homomorphism.

Proof. The fact that ι˚β is an algebra homomorphism is clear since the algebra operations
are defined as pointwise sum and product. Moreover, clearly, }ι˚βpfq}8 ď }f}8 for all f P
CpβpXqq. For the reverse inequality, note that ιβpXq is dense in βpXq and that the map
x ÞÑ |fpxq| is continuous.

It remains to show that ι˚β is surjective. To achieve this, we set, for γ ą 0,

Lγ :

# C Ñ C

ξ ÞÑ 1
2γ ξ `

1
2

Then Lγ is invertible, in fact L´1
γ pξq “ 2γpξ ´ 1

2 q.
Given a real-valued function f P CbpXq, define a map φf :

ś

fPCpX,r0,1sqr0, 1s Ñ C as

φf :“

$

&

%

πf if fpXq Ď r0, 1s

L´1
}f}8

˝ πL}f}8˝f if fpXq Ę r0, 1s

Clearly, φf is continuous. For all f P CbpXq and x P X, it holds that

φf pιβpxqq “

#

πf pιβpxqq if fpXq Ď r0, 1s

L´1
}f}8

`

pL}f}8 ˝ fqpxq
˘

if fpXq Ę r0, 1s

+

“ fpxq

and this means that ι˚βpφf |βpXqq “ f . Given f P CbpXq arbitrary, decompose f into real-
and imaginary parts. q

The asserted description of p`8q1 is a corollary.

Proof of Theorem 2.2.2. We have `8 “ CbpNq. q

The second application is an extension of the Stone-Weierstraß Theorem to locally com-
pact Hausdorff spaces instead of compact Hausdorff spaces. To illustrate the scope of this
extension, note that R is locally compact but not compact.

For a non-compact topological space <X, T >, we denote by C0pXq the set of all real-valued
continuous functions on X which have the limit 0 at infinity, i.e.,

@ε ą 0 DK Ď X closed compact @x P XzK. |fpxq| ă ε

Clearly, C0pXq is a subalgebra of CbpXq, and is closed w.r.t. } ¨ }8. We also see that C0pXq
is a complete normed space when endowed with the supremum norm.

Theorem 2.2.4. Let <X, T > be a non-compact locally compact Hausdorff space, and let
A Ď C0pXq. If A is a subalgebra which separates points and vanishes at no point of X, then
A is dense in C0pXq.
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Proof. Consider the one-point compactification <αpXq, Tα, ι> of <X, T >, and set B :“
pι˚q´1pAq. Then B is a subalgebra of CpαpXqq, and all functions g P B satisfy gp8q “ 0.
The linear span C :“ spanpBYt1uq is again a subalgebra of CpαpXqq, which clearly does not
vanish at any point of αpXq.

Let us show that C separates points of αpXq. Let x, y P αpXq with x ‰ y be given.
If x, y P ιpXq, then we find f P A with fpι´1pxqq ‰ fpι´1pyqq. Let g P CpαpXqq be the
extension of f , i.e., ι˚pgq “ f . Then g P B Ď C, and

gpxq “ fpι´1pxqq ‰ fpι´1qpyq “ gpyq.

Assume now that x P ιpXq and y “ 8. Since A does not vanish at any point of X, we find
f P A with fpι´1pxqq ‰ 0. Let again g P CpαpXqq be the extension of f . Then g P B Ď C
and gpxq ‰ 0 while gp8q “ 0.

We conclude from the version of the Stone-Weierstraß Theorem for compact and Hausdorff
spaces that C is dense in CpαpXqq. Let f P C0pXq be given. Its extension g P CpαpXqq can be
approximated by a sequence pgnqnPN of functions gn P C. Since gp8q “ 0, also the sequence
pgn ´ gnp8q ¨ 1qnPN converges to g. These functions belong to C and vanish at the point 8,
hence they belong to B. The map ι˚|tfPCpαpXqq | fp8q“0u is isometric w.r.t. the supremum
norm on CpαpXqq and C0pXq, respectively. Hence, it follows that

lim
nÑ8

ι˚
`

gn ´ gnp8q ¨ 1
˘

“ f

w.r.t. } ¨ }8. q

Remark 2.2.5. The corresponding variant of the Stone-Weierstraß Theorem for the algebra
C0pX,Cq, where X is a locally compact Hausdorff space, follows similar as in the compact
case: Given A, consider the algebra

B :“ tf P A | fpXq Ď Ru,

Then B is dense in C0pX,Rq.

2.3 Structure of (T2)-compactifications

In essence we have already established for which spaces (T2)-compactifications exist, namely
by means of Lemma 2.1.10 (or Theorem 1.3.7) and Proposition 1.3.6.

Proposition 2.3.1. A topological space <X, T > has a (T2)-compactification, if and only if it
is completely regular.

Proof. If <X, T > is completely regular, we can separate points from closed sets and from
points (since points are closed) with continuous functions into r0, 1s. This shows that the
family

CpX, r0, 1sq :“
 

f : X Ñ r0, 1s | f continuous
(

is separating. Now Lemma 2.1.10 provides a (T2)-compactification of <X, T >.
Conversely, since compact Hausdorff spaces are completely regular, and this property

is inherited by subspaces and homeomorphic images, existence of a (T2)-compactification
implies that <X, T > is completely regular. q
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In this section we further investigate the totality of (T2)-compactifications of a given topolog-
ical space. In view of the above it is not surprising that separating families of functions play a
crucial role. Also keep in mind the procedures carried out in Example 2.1.11 and Section 2.2;
these may serve as a model for much of what will be done in this and the following section.

Definition 2.3.2. Let <X, T > be a topological space. We denote by

(i) Kp<X, T >q, the class of all (T2)-compactifications of <X, T >;

(ii) Fp<X, T >q, the set of all separating families contained in CpX, r0, 1sq.

We already know when separating families exist.

Remark 2.3.3. We have Fp<X, T >q ‰ H, if and only if <X, T > is completely regular.
To see this, remember the Tychonoff embedding theorem: in its proof we have shown that

<X, T > completely regular ñ CpX, r0, 1sq separating ñ

DI Dι : X Ñ r0, 1sI embedding ñ <X, T > completely regular

On Fp<X, T >q we have the partial order given by set-theoretic inclusion. On Kp<X, T >q we
define a relation as

<Y,V, ι>Ď<Z,W, κ> :ô
 

φ : Z Ñ Y |φ morphism from <Z,W, κ> to <Y,V, ι>
(

‰ H

This relation is reflexive and transitive, since we always have the identity map as a mor-
phism, and morphisms can be composed. To better understand Ď, we observe the following
properties of morphisms between (T2)-compactifications.

Lemma 2.3.4. Let <X, T > be a topological space, and let <Y,V, ι> and <Z,W, κ> be two (T2)-
compactfications of <X, T >. Then

ˇ

ˇ

 

φ : Y Ñ Z |φ morphism from <Y,V, ι> to <Z,W, κ>
(
ˇ

ˇ ď 1.

Assume that <Y,V, ι> φ
Ñ <Z,W, κ> is a morphism. Then

(i) φ is surjective;

(ii) If φ is injective, then φ is an isomorphism;

(iii) φ maps ιpXq onto κpXq and Y zιpXq onto ZzκpXq.

Proof. The action of a morphism is uniquely determined on the set ιpXq, and since <Z,W>
is Hausdorff, thus also on ιpXq. This set, however, equals all of Y .

Let φ be given. The image φpY q is a compact subset of Z, and since Z is Hausdorff
thus also closed. It contains κpXq, and therefore equals all of Z. Since <Y,V> is compact
and <Z,W> is Hausdorff, φ being bijective implies that φ is a homeomorphism, and hence an
isomorphism between the compactifications.

We come to the proof of (iii). First, φ˝ ι “ κ implies that φpιpXqq “ κpXq. We show that
φ´1pκpXqq Ď ιpXq. Since φ is surjective, the second equality will follow from this. Let y P Y
and x P X with φpyq “ κpxq. Choose a net pxiqiPI in X with limiPI ιpxiq “ y. By continuity
of φ, then limiPI φpιpxiqq “ φpyq “ κpxq. Since φ ˝ ι “ κ, and κ is a homeomorphism onto its
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image, this implies that limiPI xi “ x. Using continuity of ι, and that Y is Hausdorff (hence
limits are unique), we conclude that

y “ lim
iPI

ιpxiq “ ιpxq.

q

Corollary 2.3.5. Let <X, T > be a topological space. Using the representantwise definition, the
relation Ď induces a partial order on isomorphy classes of (T2)-compactifications of <X, T >.

Proof. First, we show that by the definition via representants indeed a relation on isomorphy
classes is well-defined. Assume that <Y1,V1, ι1>, <Y2,V2, ι2>, and <Z1,W1, κ1>, <Z2,W2, κ2> are
two pairs of isomorphic (T2)-compactifications of <X, T >, and let σ : Y1 Ñ Y2 and τ : Z1 Ñ Z2

be the corresponding isomorphisms. If φ : Z1 Ñ Y1 is a morphism, then σ ˝φ ˝ τ´1 : Z2 Ñ Y2

is also a morphism.
Reflexivity and transitivity are clearly inherited. We have to show antisymmetry. Assume

that <Y,V, ι> and <Z,W, κ> are two (T2)-compactfications of <X, T >, and φ : Z Ñ Y and
ψ : Y Ñ Z are morphisms. Then φ ˝ ψ : Y Ñ Y also is a morphism, and by uniqueness of
morphisms thus equal to idY . Therefore, ψ is injective, and hence an isomorphism. q

By virtue of Lemma 2.1.10, one can assign to each separating family F Ď CpX, r0, 1sq a
(T2)-compactification of <X, T >.

Definition 2.3.6. Let <X, T > be a topological space. For a separating family F Ď

CpX, r0, 1sq, we denote by kpF q the (T2)-compactification of <X, T > given by the set

XF :“
´

ś

fPF f
¯

pXq endowed with the subspace topology TF of the product topology

on r0, 1sF , and the embedding ιF :“
ś

fPF f .

Usually we think of a product
ś

fPF r0, 1s as “tuples of numbers” pxf qfPF with xf P r0, 1s.
Sometimes it is practical to adopt the set-theoretic viewpoint and consider the product
ś

fPF r0, 1s as the set r0, 1sF of all functions from F to r0, 1s.

Remark 2.3.7. Let <X, T > be a topological space, and F Ď CpX, r0, 1sq a separating family.
Then

Ź ιF is the corestriction of the point evaluation map

ex :

$

&

%

X Ñ r0, 1sF

x ÞÑ

´

f ÞÑ fpxq for f P F
¯

Taking the viewpoint of products as tuples, ex is the unique map with (πf is the canoncial
projection onto the f -th component)

X

ś

fPF

r0, 1s r0, 1s

ex
f

πf
pfPF q

Ź TF is the restriction of the topology of pointwise convergence,
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Also an assignment in the direction reverse to k can be defined. This relies on a general
construction.

Definition 2.3.8. Let <Z,W> be a fixed topological space. We have an assignment which
maps

Ź a topological space <X, T > to the set CpX,Zq of all T -to-W–continuous functions of X
into Z,

Ź a continuous map f : X Ñ Y from a topological space <X, T > to another one <Y,V> to the
map

f˚ :

#

CpY, Zq Ñ CpX,Zq

φ ÞÑ φ ˝ f

This assignment clearly is compatible with composition and identity in the sense that

pg ˝ fq˚ “ f˚ ˝ g˚, pidXq
˚ “ idCpX,Zq .

Definition 2.3.9. Let <X, T > be a topological space. For a (T2)-compactification <Y,V, ι>,
we denote

fp<Y,V, ι>q :“ ι˚pCpY, r0, 1sqq.

Lemma 2.3.10. Let <X, T > be a topological space and <Y,V, ι> a (T2)-compactification. Then
fp<Y,V, ι>q is a separating family.

Proof. Since <X, T > is Hausdorff, it is enough to show that fp<Y,V, ι>q separates points from
closed sets in the required strong way. Let x P X and A Ď X closed with x R A. Then
ιpxq R ιpAq since ι is injective, and ιpAq is closed in the subspace topology of ιpXq since ι
is an embedding. Choose B Ď Y closed with B X ιpXq “ ιpAq, then ιpxq R B. A compact
Hausdorff space is normal and hence completely regular. Thus we can choose f : Y Ñ r0, 1s
continuous with fpιpxqq “ 1 and fpBq Ď t0u. This implies

pf ˝ ιqpxq “ 1, pf ˝ ιqpAq Ď t0u,

and we found a continuous function on X with the required separation property. q

Observe the following fact.

Remark 2.3.11. Let <Y,V, ι> be a (T2)-compactification of <X, T >. Then the map
ι˚ : CpY, r0, 1sq Ñ CpX, r0, 1sq is injective. The corestriction of ι˚ to a map from CpY, r0, 1sq
to fp<Y,V, ι>q is thus bijective.

To show this, let g1, g2 P CpY, r0, 1sq with g1 ˝ι “ g2 ˝ι be given. This equality means that
g1|ιpXq “ g2|ιpXq, and since ιpXq is dense in Y and r0, 1s is Hausdorff, we find that g1 “ g2,
cf. Lemma 1.3.3.

We can now say quite a lot about the structure of (T2)-compactifications.
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Theorem 2.3.12. Let <X, T > be a topological space.

(i) The assignments k: Fp<X, T >q Ñ Kp<X, T >q and f: Kp<X, T >q Ñ Fp<X, T >q are mono-
tone.

(ii) @F Ď CpX, r0, 1sq separating. pf˝ kqpF q Ě F .

(iii) @<Y,V, ι> (T2)-compactification of <X, T > . pk ˝fqp<Y,V, ι>q – <Y,V, ι>.

Proof.

À We prove monotonicity of k: Let F,G Ď CpX, r0, 1sq be two separating families, and
assume that F Ď G. Let ρ : r0, 1sG Ñ r0, 1sF be the restriction map, i.e., ρpgq :“ g|F . Then
ρ is continuous w.r.t. pointwise convergence, and

X

r0, 1sF r0, 1sG

ιF ιG

ρ

By continuity, ρ
`

ιGpXq
˘

Ď ιF pXq. Hence the restriction of ρ to a map from XG to XF is a
morphism, i.e., kpF q Ď kpGq.

Á We prove monotonicity of f: Assume that <Y,V, ι> Ď <Z,W, κ>, and let φ be the morphism
φ : Z Ñ Y . Then

X

Y Z

ι κ

φ

hence

CpX, r0, 1sq

CpY, r0, 1sq CpZ, r0, 1sq
φ˚

ι˚ κ˚

This shows that

fp<Y,V, ι>q “ ι˚
`

CpY, r0, 1sq
˘

“ κ˚
`

φ˚pCpY, r0, 1sqq
˘

Ď κ˚
`

CpZ, r0, 1sq
˘

“ fp<Z,W, κ>q.

Â We show that pf˝ kqpF q Ě F : For every f P F we have

X XF

ś

fPF r0, 1s

r0, 1s

f

ιF Ď

πf |XF πf

The projection πf , and hence also its restriction, is continuous. We see that

f “ ι˚F pπf |XF q P f
`

kpF q
˘

.

Ã We show that there exists an injective morphism from <Y,V, ι> to pk ˝ fqp<Y,V, ι>q (and
recall Lemma 2.3.4 (ii)): Set F :“ fp<Y,V, ι>q. Since ι˚ is injective, we can consider its
inverse pι˚q´1 : F Ñ CpY, r0, 1sq. Set φ “

“
ś

fPF pι
˚q´1f

‰

, explicitly this is

φ :

#

Y Ñ
ś

fPF r0, 1s

y ÞÑ
`

rpι˚q´1f spyq
˘

fPF
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Then φ is continuous. Since <Y,V> is compact Hausdorff, the family CpY, r0, 1sq is point
separating. Thus, φ is injective. By the definition of ι˚, we have rpι˚q´1f s ˝ ι “ f , and this
shows that we have the diagram

X

Y
ś

fPF r0, 1s

ι ιF

φ

By continuity, φpY q “ φ
`

ιpXq
˘

Ď ιF pXq “ XF . Hence, the restriction of φ to a map from Y
to XF is an injective morphism.

q

Let us remark that Theorem 2.3.12 (iii) implies that the totality of isomorphy classes of (T2)-
compactifications of a fixed topological space <X, T > forms a set. Moreover, we have the
immediate

Corollary 2.3.13. Let <X, T > be a topological space. Two (T2)-compactfications <Y,V, ι>
and <Z,W, κ> of <X, T > are isomorphic, if and only if ι˚pCpY, r0, 1sqq “ κ˚pCpZ, r0, 1sqq.

2.4 The Stone-Čech compactification

By Theorem 2.3.12, the set of isomorphy classes of (T2)-compactifications of a completely
regular space <X, T > contains a largest element. Namely, the class containing kpCpX, r0, 1sqq:
for every (T2)-compactification <Y,V, ι>, we have

<Y,V, ι> “ k
`

fp<Y,V, ι>q
˘

Ď kpCpX, r0, 1sqq.

Definition 2.4.1. Let <X, T > be a completely regular topological space. The (T2)-
compactification kpCpX, r0, 1sqq is called the Stone-Čech compactification, and we will denote
it as <βpXq, Tβ , ιβ>.

The construction “βp¨q” exists not only on the level of spaces, but also on the level of maps.

Theorem 2.4.2. Let <X, T > and <Y,V> be completely regular topological spaces, and f : X Ñ

Y be a continuous map. Then there exists a unique continuous map βpfq : βpXq Ñ βpY q,
such that

βpXq βpY q

X Y

βpfq

ιβ,X

f

ιβ,Y (2.1)

Passing from f to βpfq is compatible with composition and identity in the sense that

βpg ˝ fq “ βpgq ˝ βpfq, βpidXq “ idβpXq . (2.2)
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Proof. For φ P CpY, r0, 1sq we have f˚pφq P CpX, r0, 1sq “ ι˚β,XpCpβpXq, r0, 1sqq, and hence

can apply pι˚β,Xq
´1. Consider the product map

Ψ :“
ź

φPCpY,r0,1sq

pι˚β,Xq
´1

`

f˚pφq
˘

: βpXq Ñ
ź

φPCpY,r0,1sq

r0, 1s.

This map is continuous. We have

πφ ˝Ψ ˝ ιβ,X “ pι
˚
β,Xq

´1
`

f˚pφq
˘

˝ ιβ,X “ f˚pφq “ φ ˝ f “ πφ ˝ ιβ,Y ˝ f.

Since the family of projections πφ, φ P CpY, r0, 1sq, is point separating, we have the diagram

βpXq
ś

φPCpY,r0,1sq

r0, 1s

X Y

Ψ

ιβ,X

f

ιβ,Y

Continuity of Ψ implies that

ΨpβpXqq “ Ψ
`

ιβ,XpXq
˘

Ď Ψpιβ,XpXqq “ ιβ,Y pfpXqq Ď βpY q.

The corestriction βpfq of Ψ to a map of βpXq into βpY q, thus makes the required diagram
(2.1) commute.

Since ιβ,XpXq is dense in βpXq and βpY q is Hausdorff, there exists at most one map
making (2.1) commute. From this (2.2) follows immediately:

βpXq βpXq

X X

βpidXq

idβpXq

ιβ,X

idX

ιβ,X

βpXq βpY q βpZq

X Y Z

βpfq

βpg˝fq

βpgq

ιβ,X

f

g˝f

ιβ,Y

g

ιβ,Z

q

By the definition of the Stone-Čech compactification βpXq, every continuous map f : X Ñ

r0, 1s has a continuous extension f̃ : βpXq Ñ r0, 1s (in the sense that f̃ ˝ιβ “ f). Moreover, by
Corollary 2.3.13, this property characterises βpXq up to isomorphism. Using Theorem 2.4.2,
we can deduce that in fact a stronger extension property holds true.

Corollary 2.4.3. Let <X, T > be a completely regular space, and let <Y,V> be a compact
Hausdorff space. Then

ι˚β,X : CpβpXq, Y q Ñ CpX,Y q

is bijective.

Proof. Injectivity follows since ιβ,XpXq is dense in βpXq and Y is Hausdorff. To show
surjectivity, let f P CpX,Y q. Then we have the diagram
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βpXq βpY q

X Y

βpfq

ιβ,X

f

– ιβ,Y

hence f “ ι˚β,X
`

ι´1
β,Y ˝ βpfq

˘

. q

The remainder βpXqzιβpXq in the Stone-Čech compactification is often large with a compli-
cated topological structure. For example, we have the following result.

Proposition 2.4.4. Let <X, T > be a completely regular non-compact topological space. Then
no point in βpXqzιβpXq possesses a countable neighbourhood base.

Proof. Let z P βpXqzιβpXq, and assume towards a contradiction that Upzq has an at most
countable basis. Since ιβpXq is dense in βpXq, the singleton set tzu cannot be open. Thus
Upzq cannot have a finite basis.

À We construct a basis of Upzq with additional properties: Start from some countable basis
pUnqnPN of Upzq with Un open and U0 “ βpXq. The closed neighbourhoods of z form a basis
of Upzq. Hence, we find a subsequence pUnkqkPN with n0 “ 0 and

@k P N. Unk`1
Ď Unk

The intersection of all sets Unk equals tzu, and every set Unk must have nonempty intersection
with ιβpXq. Hence, we find a further subsequence pUnkl qlPN with k0 “ 0 and

@l P N.
ˇ

ˇιβpXq X
`

Unkl zUnkl`1

˘
ˇ

ˇ ě 2

Á We construct a function f : X Ñ r0, 1s: Let pUnqnPN be a neighbourhood base of Upzq
with the properties from the previous step. For each n P N choose two points xn, yn P X,
xn ‰ yn, with ιβpxnq, ιβpynq P UnzUn`1. Choose open sets On Ď X with

xn P On Ď On Ď ι´1
β

`

UnzUn`1

˘

ztynu,

and choose continuous functions fn : X Ñ r0, 1s with fnpxnq “ 1 and fnpXzOnq “ t0u. Now
define f : X Ñ r0, 1s by

fpxq :“

$

&

%

fnpxq if n P N, x P ι´1
β

`

UnzUn`1

˘

0 otherwise
(2.3)

By this formula a function f is indeed well-defined, since the sets ι´1
β

`

UnzUn`1

˘

, n P N, are
pairwise disjoint.

Â We show that f is continuous: To achieve this, we show that every point x P X has an
open neighbourhood such that f restricted to this neighbourhood is continuous. Let x P X
be given. If there exists n P N such that x belongs to the set ι´1

β

`

UnzUn`1

˘

, then we are
done since this set is open and the restriction of f to it coincides with fn.

Assume that x belongs to none of those sets. Then, in particular, x P
Ş

nPNpXzOnq. Since
Ş

nPN Un “ tzu and ιβpxq ‰ z, there exists m P N with ιβpxq R Um. We see that

x P
`

Xzι´1
β

`

Um`1

˘˘

X

m
č

n“0

`

XzOn
˘

. (2.4)
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This set is open. Consider one of its elements, say y. If in the definition (2.3) of fpyq the
second case takes place, fpyq “ 0. If the first case takes place with some n P N, then we must
have n ď m, and fpyq “ fnpyq “ 0 since y R On. Thus f vanishes identically on the open
neighbourhood (2.4) of x.

Ã We derive a contradiction: Since pUnqnPN is a neighbourhood base of z, we have

lim
nÑ8

ιβpxnq “ lim
nÑ8

ιβpynq “ z,

and hence also

lim
nÑ8

rpι˚βq
´1pfqspιβpxnqq “ lim

nÑ8
rpι˚βq

´1pfqspιβpynqq “ rpι
˚
βq
´1pfqspzq.

We have reached a contradiction, since rpι˚βq
´1pfqspιβpxnqq “ fpxnq “ 1 for all n P N, whereas

rpι˚βq
´1pfqspιβpynqq “ fpynq “ 0 for all n P N.

q

The next result says that the local structure of βpXq at a point in ιβpXq is not more com-
plicated than it is in X.

Proposition 2.4.5. Let <X, T > be a completely regular non-compact topological space. Define
Φ: PpXq Ñ PpβpXqq as

ΦpUq :“ βpXqzιβpXzUq for U P PpXq.

Then for each point x P X, the set ΦpUXpxqq is a neighbourhood base of ιβpxq in βpXq.

Proof. The set ΦpUq is always open. Let x P X be given.
We show that ΦpUXpxqq Ď UβpXqpιβpxqq. Let U P UXpxq, then we find f P CpX, r0, 1sq

with fpxq “ 1 and fpXzUq Ď t0u. By the universal property of the Stone-Čech com-
pactification there exists f̃ P CpβpXq, r0, 1sq with f̃ ˝ ιβ “ f . We have f̃pιβpxqq “ 1 and

f̃pιβpXzUqq “ 0, and hence ιβpxq R ιβpXzUq. It follows that ιβpxq P ΦpUq, and hence that
ΦpUq P UβpXqpιβpxqq.

Let W P UβpXqpιβpxqq. Choose f̃ P CpβpXq, r0, 1sq with f̃pιβpxqq “ 1 and f̃pβpxqzW q Ď
t0u, and set

U :“ pf̃ ˝ ιβq
´1

`

p
1

2
, 1s

˘

.

Then U is open and x P U , hence U P UXpxq. We show that ΦpUq Ď W . Assume that
z P βpXqzW . Then f̃pzq “ 0, and hence f̃´1pr0, 1

2 qq P UβpXqpzq. Let V P UβpXqpzq. Since
ιβpXq is dense in βpXq,

ιβpXq X V X f̃
´1

`

r0,
1

2
q
˘

‰ H.

In other words, there exists y P X such that ιβpyq P V and pf̃ ˝ ιβqpyq ă
1
2 . Clearly, y P XzU ,

and we see that V X ιβpXzUq ‰ H. Since V was arbitrary, it follows that z P ιβpXzUq, i.e.,
z R ΦpUq. q

Recall that a topological space <X, T > is called first countable, if for every point x P X the
neighbourhood filter Upxq has an at most countable basis.
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Corollary 2.4.6. Two first countable and completely regular spaces <X, T > and <Y,V> are
homeomorphic, if and only if their Stone-Čech compactifications are homeomorphic.

Proof. The forward implication holds due to (2.2). Assume that φ : βpXq Ñ βpY q is a
homeomorphism. Then for every point z P βpXq it holds that

UβpXqpzq has an at most countable basis ô

UβpXqpφpzqq has an at most countable basis

By the countability assumption on X and Proposition 2.4.5, points in ιβpXq have a countable
neighbourhood base, while by Proposition 2.4.4 points in the remainder βpXqzιβpXq have no
countable neighbourhood base. The same holds for Y , and we conclude that φpιβ,XpXqq “
ιβ,Y pY q. It follows that the map ι´1

β,Y ˝ φ ˝ ιβ,X : X Ñ Y is a homeomorphism. q

This corollary shows a typical trade off: on the one hand it is harder to handle the Stone-
Čech compactification of a space than the space itself, on the other hand checking that a
map between compact Hausdorff spaces is a homeomorphism is much easier than doing the
same for a map between non-compact spaces.

2.5 The algebra CpXq

We start with a general basic notion.

Definition 2.5.1. Let X be a set, and α : PpXq Ñ PpXq. Then α is called a closure
operator , if

(i) @A P PpXq. A Ď αpAq (extensive)

(ii) @A P PpXq. αpαpAqq “ αpAq (idempotent)

(iii) @A,B P PpXq.
`

A Ď B ñ αpAq Ď αpBq
˘

(monotone)

A closure operator α is called a topological closure operator , if furthermore

(iv) @A,B P PpXq. αpAYBq “ αpAq Y αpBq

(v) αpHq “ H

Note that (iv) is stronger than (iii), in fact, monotonicity is equivalent to

@A,B P PpXq. αpAYBq Ě αpAq Y αpBq

Moreover, by induction (iv) implies

@n P N @A1, . . . , An P PpXq. α
´

n
ď

i“1

Ai

¯

“

n
ď

i“1

αpAiq.

It is clear that for a topological space <X, T > the operator α defined by αpAq :“ A is a
topological closure operator. Moreover, the closed sets in <X, T > are exactly the fixed points
of α.

In the next proposition we show that also a converse holds.
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Proposition 2.5.2. Let X be a set and α : PpXq Ñ PpXq a topological closure operator.
Then there exists a unique topology T on X, such that αpAq “ A for all A P PpXq. This
topology is given as

T “
 

O P PpXq |αpXzOq “ XzO
(

. (2.5)

Proof.

À We show that the right side of (2.5) is a topology: Define T by (2.5). Since α is extensive
we have αpXq “ X, hence H P T . By the property (v) of a topological closure operator, we
have X P T .

Let n P N and O1, . . . , On P T , and set Ai :“ XzOi for i “ 1, . . . , n. Using property (iv)
of α, we find

α
´

Xz
n
č

i“1

Oi

¯

“ α
´

n
ď

i“1

Ai

¯

“

n
ď

i“1

αpAiq “
n
ď

i“1

Ai “ Xz
n
č

i“1

Oi,

and hence
Şn
i“1Oi P T .

Let Oi, i P I, be a family of elements of T , and set Ai :“ XzOi for i P I. Using that α is
extensive and monotone, we find

Xz
ď

iPI

Oi Ď α
´

Xz
ď

iPI

Oi

¯

“ α
´

č

iPI

Ai

¯

Ď
č

iPI

αpAiq “
n
č

i“1

Ai “ Xz
ď

iPI

Oi.

Á We show that αpAq is the closure w.r.t. T : Since α is idempotent, XzαpAq P T for all
A Ď X. Moreover, by the definition of T , every T -closed set is a fixed point of α. Since α is
extensive and monotone, we find

A Ď αpAq “ αpAq Ď αpAq “ A

for all A Ď X.

Â Uniqueness: A topology is uniquely determined by its closed sets. Closed sets are exactly
the fixed points of the closure operator A ÞÑ A, and hence there can exist at most one
topology with αpAq “ A for all A P PpXq.

q

Example 2.5.3. Let xR,`, ¨, 1y be a commutative ring with unit element. Recall that a subset
I of R is called an ideal of R if I ` I Ď I and R ¨ I Ď I. It is called a proper ideal , if I ‰ R,
equivalently, if 1 R R. It is called a maximal ideal , if it is a maximal element in the set of
all proper ideals. Zorn’s lemma implies that every proper ideal is contained in a maximal
ideal, in particular there exist maximal ideals. We denote the set of all maximal ideals of R
by MpRq.

Define α : PpMpRqq Ñ PpMpRqq as

αpMq :“
!

J PMpRq |J Ě
č

M
)

for M P PpMpRqq.

Here we understand the intersection of the empty set as the whole base set R.
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Ź Let us show that α is a topological closure operator: If J PM , then clearly J Ě
Ş

M . Thus
α is extensive. Let J P αpαpMqq. Since every element of αpMq contains

Ş

M , we obtain

J Ě
č

αpMq Ě
č

M,

and hence J P αpMq. Thus α is idempotent. If M1 Ď M2, then
Ş

M1 Ě
Ş

M2, and we see
that α is monotone. Further, since

Ş

H “ R, we have αpHq “ H.

It remains to show that αpM1 YM2q Ď αpM1q Y αpM2q for all M1,M2 P PpMpRqq. Let
J P PpMpRqq with J R αpM1qYαpM2q be given. Choose x1 P p

Ş

M1qzJ and x2 P p
Ş

M2qzJ .
Since every maximal ideal is also a prime ideal, it follows that x1x2 R J . However, clearly,
x1x2 P

Ş

M1 X
Ş

M2 “
Ş

pM1 YM2q. Thus J R αpM1 YM2q.

Ź By means of Proposition 2.5.2 there exists a unique topology on MpRq whose closure
operator coincides with α. We denote this topology as TM. Note that the topological space
<MpRq, TM> depends only on the isomorphy class of the ring R.

Ź We show that <MpRq, TM> is compact and (T1): For each I PMpRq we have

αptIuq “
 

J PMpRq |J Ě I
(

“ tIu,

hence tIu is closed. This shows (T1).

The proof of compactness depends on an algebraic fact. Namely, given A Ď R, the set

 

n
ÿ

i“1

riai |n P N, ai P A, ri P R
(

is the smallest ideal containing A. As a consequence, for any given family Il, l P L, of proper
ideals, the smallest ideal containing

Ť

lPL Il is proper, if and only if for every finite subset
L1 Ď L the smallest ideal containing

Ť

lPL1 Il is proper.

Now compactness is easy to check. Let Ml, l P L, be a family of closed subsets with
Ş

lPLMl “ H. Then we have

H “
č

lPL

Ml “
č

lPL

αpMlq “

!

J PMpRq |J Ě
ď

lPL

´

č

Ml

¯)

,

i.e., the smallest ideal containing the union
Ť

lPL

`
Ş

Ml

˘

is R. Thus we find a finite subset L1

of L such that the smallest ideal containing the union
Ť

lPL1

`
Ş

Ml

˘

is R, which just means
that

Ş

lPL1 αpMlq “ H.

To each topological space X we can naturally associated the ring CpX,Rq, and to each
continuous function f between topological spaces the function f˚, cf. Definition 2.3.8. When
passing from the topological structure X to the algebraic structure CpX,Rq some loss may
happen. The next result shows that for compact Hausdorff spaces this is not the case.

Theorem 2.5.4. Let <X, T > be a compact Hausdorff space. Then <X, T > is homeomorphic
to <MpCpX,Rqq, TM>.

Proof.
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À We construct a map Φ: X Ñ MpCpX,Rqq: Let x P X, and denote by φx the point
evaluation functional

φx :

#

CpX,Rq Ñ R
f ÞÑ fpxq

Since CpX,Rq contains all constant functions we have φxpCpX,Rqq “ R, since the algebraic
operations on CpX,Rq are defined pointwise the map φx is a ring homomorphism, and since
R is a field we know that kerφx is a maximal ideal in CpX,Rq. Thus we may define

Φ:

#

X Ñ MpCpX,Rqq

x ÞÑ kerφx

Á We show that Φ is bijective: Injectivity is easy to see. Let x1, x2 P X with x1 ‰ x2. Since
X is compact (T2), we find f P CpX, r0, 1sq with fpx1q “ 0 and fpx2q “ 1. This means that
f P Φpx1q, but f R Φpx2q, and we conclude that Φpx1q ‰ Φpx2q.

To prove surjectivity, let J PMpCpX,Rqq be given. We show that the family

C :“
 

f´1pt0uq | f P J
(

Ď PpXq

has the finite intersection property. To this end, consider finitely many elements f1, . . . , fn P
J . The function g :“ f2

1 ` . . . ` f2
n again belongs to J , in particular, is not invertible in

CpX,Rq. Since a function is invertible in CpX,Rq if and only if it is zero-free, we find a
point x P X with gpxq “ 0. This implies that fipxq “ 0 for all i “ 1, . . . , n, and we see that
Şn
i“1 f

´1
i pt0uq ‰ H. Since X is compact, it follows that

Ş

fPJ f
´1pt0uq ‰ H. Choose x in

this intersection. Then J Ď kerφx, and since J is a maximal ideal, it follows that J “ kerφx.

Â We show that Φ is open: Let O Ď X be open and x P O. Since X is compact (T2), we
find f P CpX,Rq with fpxq “ 1 and fpXzOq Ď t0u. This says that

Φpxq Ğ
č

yPXzO

Φpyq,

i.e., that Φpxq R αpΦpXzOqq. We obtain

Φpxq PMpCpX,RqqzαpΦpXzOqq ĎMpCpX,RqqzΦpXzOq “ ΦpOq.

For the last equality we used that Φ is bijective. Since x P O was arbitrary, it follows that
ΦpOq is open.

Ã We show that Φ is continuous: Let A Ď X. Then

@f P CpX,Rq.
´

fpAq Ď t0u ô fpAq Ď t0u
¯

In other words,
Ş

yPA Φpyq “
Ş

yPA Φpyq. This implies that αpΦpAqq “ αpΦpAqq, and we
obtain

ΦpAq Ď αpΦpAqq “ αpΦpAqq.

q
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Note that Step Ã in the above proof could be substituted by using that MpCpX,Rqq is
compact.

Corollary 2.5.5. Let <X, T > and <Y,V> be compact Hausdorff spaces. Then <X, T > and
<Y,V> are homeomorphic, if and only CpX,Rq and CpY,Rq are isomorphic (as rings).

Proof. The forward implication is trivial: if φ : X Ñ Y is a homeomorphism, then
φ˚ : CpY,Rq Ñ CpX,Rq is an isomorphism. For the converse, assume that CpX,Rq and
CpY,Rq are isomorphic. Then <MpCpX,Rqq, TM> and <MpCpY,Rqq, TM> are homeomorphic.
By Theorem 2.5.4, this implies that <X, T > and <Y,V> are homeomorphic. q

This result can be lifted to a class of non-compact spaces by passing to Stone-Čech compact-
ifications. For a topological space <X, T > we denote by CbpX,Rq be the set of all real-valued
continuous and bounded functions on X. Clearly, CbpX,Rq is a commutative ring with unit
element. It also carries the structure of an R-algebra and becomes a Banach space when
endowed with the supremum norm (but this will not be used here).

Corollary 2.5.6. Let <X, T > and <Y,V> be completely regular and first countable spaces.
Then <X, T > and <Y,V> are homeomorphic, if and only CbpX,Rq and CbpY,Rq are isomorphic
(as rings).

Proof. By Corollary 2.4.6 and Corollary 2.5.5, <X, T > and <Y,V> are homeomorphic, if and
only if CpβpXq,Rq and CpβpY q,Rq are isomorphic. Using Corollary 2.4.3, we see that
CpβpXq,Rq and CbpX,Rq are isomorphic via ι˚β,X (and the same for Y ). q

Observe that, e.g., every metric space is completely regular and first countable.
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Chapter 3

Metrisability

Let X be a set. Given a metric d on X, a topology Td can be constructed by using open d-balls

as a basis. Not every topology T on X arises in this way. In fact, if there exists a metric d such

that T “ Td, then T must have very strong properties; for example it must be first-countable and

parakompakt, in particular, normal. The question arises to characterise those topologies on X,

for which there does exist a metric d such that T “ Td. We present some results answering this

question. Thereby we work in the setting of pseudo-metrics, which is a slight (but no essential)

generalisation.

§1. Pseudometric spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

§2. A theorem of Stone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

§3. The metrisability theorem of Bing-Nagata-Smirnov. . . . .67

§4. Metrisability: local to global . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.1 Pseudometric spaces

Definition 3.1.1. Let X be a set. A pseudo-metric on X is a map d : X ˆX Ñ R which
satisfies

(i) @x, y, z P X. dpx, yq ď dpx, zq ` dpy, zq (the triangle inequality)

(ii) @x P X. dpx, xq “ 0

A metric on X is a map d : X ˆX Ñ R, which satisfies (i), (ii), and

(iii) @x, y P X. dpx, yq “ 0 ñ x “ y

A pseudo-metric space (or metric space) is a pair <X, d>, where X is a set and d is a pseudo-
metric (or metric, respectively).

59
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Given a pseudo-metric on a set X, we denote, for nonempty subsets A,B Ď X,

dpB,Aq :“ inftdpx, yq |x P B, y P Au.

If B is a singleton set, say B “ txu, we also write

dpx,Aq :“ dptxu, Aq “ inftdpx, yq | y P Au.

Definition 3.1.2. Let <X, dX> and <Y, dY > be pseudo-metric spaces and f : X Ñ Y . Then
the function f is called dX-to-dY –continuous, if

@x P X @ε ą 0 Dδ ą 0 @y P X. dXpy, xq ă δ ñ dY pfpyq, fpxqq ă ε (3.1)

It is called dX-to-dY –uniformly continuous, if

@ε ą 0 Dδ ą 0 @x P X @y P X. dXpy, xq ă δ ñ dY pfpyq, fpxqq ă ε

It is called dX-to-dY –contractive, if

@x, y P X. dY pfpxq, fpyqq ď dXpx, yq

If no confusion can occur, we will often drop explicit notation of dX and dY .

Clearly, every uniformly continuous function is also continuous. Further, the composition of
continuous (or uniformly continuous) functions is again continuous (or uniformly continuous,
respectively), and the identity function idX : X Ñ X is uniformly continuous.

The axioms defining a (pseudo-) metric immediately imply some more properties. More-
over, let d|¨| be the euclidean metric d|¨|ps, tq :“ |s´ t| on R.

Lemma 3.1.3. Let X be a nonempty set, and d a pseudo-metric on X. Then

(i) @x, y P X. dpx, yq ě 0

(ii) @x, y P X. dpx, yq “ dpy, xq ( symmetry)

(iii) @x, y, z P X. |dpx, zq ´ dpy, zq| ď dpx, yq (the reverse triangle inequality)

(iv) Let A Ď X be nonempty. Then the map dp¨, Aq : x ÞÑ dpx,Aq is d-to-d|¨|–contractive.

Proof.

À We prove the relations (i)–(iii): Let x, y P X, then

2dpx, yq “ dpx, yq ` dpx, yq ě dpx, xq “ 0,

and

dpx, yq ď dpx, xq ` dpy, xq “ dpy, xq ď dpy, yq ` dpx, yq “ dpx, yq.

If, moreover, z P X, then

dpx, zq ď dpx, yq ` dpz, yq “ dpx, yq ` dpy, zq,

dpy, zq ď dpy, xq ` dpz, xq “ dpx, yq ` dpx, zq.
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Á We show that dp¨, Aq is contractive: Let A Ď X, A ‰ H, and let ε ą 0. If x, y P X with
dpx, yq ă ε, then |dpx, zq ´ dpy, zq| ď dpx, yq ă ε for all z P A. Hence,

ˇ

ˇ inftdpx, zq | z P Au ´ inftdpy, zq | z P Au
ˇ

ˇ ď ε.

q

Every pseudo-metric on a set X induces a topology on X.

Definition 3.1.4. Let X be a nonempty set, and d a pseudo-metric on X.

(i) For each x P X and r ě 0, the open ball with center x and radius r is the set

Udr pxq :“
 

y P X | dpy, xq ă r
(

.

The closed ball with center x and radius r is the set

Bdr pxq :“
 

y P X | dpy, xq ď r
(

,

We shall drop explicit notation of d if no confusion can occur.

(ii) The topology induced by d is the set

Td :“
 

O Ď X | @x P O Dr ą 0 |Udr pxq Ď O
(

.

The choice of terminology in this definition is justified by the facts elaborated in Proposi-
tion 3.1.5 below. There we also see the significance of the axiom (iii) in the definition of a
metric: it implies a certain richness of Td.

Recall that a topological space <X, T > is said to satisfy the separation axiom (T0), if

@x, y P X,x ‰ y DOx, Oy P T .
`

x P Ox ^ y P Oy
˘

^
`

y R Ox _ x R Oy
˘

Proposition 3.1.5. Let X be a nonempty set, and d a pseudo-metric on X.

(i) Td is a topology on X.

(ii) Every open ball Urpxq with x P X and r ą 0 is open w.r.t. Td, and every closed ball
Brpxq with x P X and r ě 0 is closed w.r.t. Td.

(iii) For every subset A Ď X we have

A “
 

x P X | dpx,Aq “ 0
(

.

(iv) Let <X̃, d̃> be another pseudo-metric space, and f : X Ñ X̃. Then f is d-to-d̃–
continuous, if and only if f is Td-to-Td̃–continuous.

(v) The space <X, Td> is (T4).

(vi) It holds that

d is a metric ô <X, Td> is (T2) ô <X, Td> is (T0) (3.2)

Proof.
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À We show that Td is a topology: The facts that H P Td, X P Td, and that Td is invariant
under unions, are clear from the definition. Let O1, O2 P Td, and x P O1 XO2. Then we can
choose r1, r2 ą 0, such that Ur1pxq Ď O1 and Ur2pxq Ď O2. For r :“ mintr1, r2u, it thus
holds that Urpxq “ Ur1pxq X Ur2pxq Ď O1 XO2.

Á We show that open balls belong to Td: Let x P X, r ą 0, and y P Urpxq. Set r1 :“ r´dpy, xq,
and consider z P Ur1pyq. Then

dpz, xq ď dpz, yq ` dpx, yq ă r1 ` dpx, yq “ r,

and we see that Ur1pyq Ď Urpxq.

Â We show that closed balls are closed w.r.t. Td: Let x P X, r ą 0, and y P XzBrpxq. Set
r1 :“ dpy, xq ´ r, and consider z P Ur1pyq. Then

dpz, xq ě dpx, yq ´ dpz, yq ą dpx, yq ´ r1 “ r,

and we see that Ur1pyq Ď XzBrpxq.

Ã We show the stated characterisation of the closure: We have

dpx,Aq “ 0 ô @r ą 0 Dy P A. dpx, yq ă r ô @r ą 0. Urpxq XA ‰ H

ô @O P Td, x P O. O X A ‰ H ô x P A

Ä We show that notions of continuity coincide: Assume that f is d-to-d̃–continuous, and

let O P Td̃ and x P f´1pOq be given. Choose ε ą 0, such that U d̃ε pfpxqq Ď O, and choose

δ ą 0 as in the definition (3.1) of metric continuity. Then fpUdδ pxqq Ď U d̃ε pfpxqq Ď O, i.e.,
Udδ pxq Ď f´1pOq. We see that f´1pOq is open.

Conversely, assume that f is Td-to-Td̃–continuous, and let x P X and ε ą 0 be given. We

have U d̃ε pfpxqq P Td̃, and by topological continuity thus f´1pU d̃ε pfpxqqq P Td. The point x

belongs to this set, and hence we may choose δ ą 0 such that Udδ pxq Ď f´1pU d̃ε pfpxqqq. This

says in other words that fpUdδ pxqq Ď U d̃ε pfpxqq, and this is the property in the definition of

d-to-d̃–continuity.

Å We show that Td is (T4): Let A,B Ď X be closed and disjoint. If A “ H, set OA :“ H
and OB :“ X, then OA, OB are open, disjoint, and separate A and B. The case that B “ H
is treated analogously.

Assume now that A,B ‰ H, and set

OA :“ tx P X | dpx,Aq ă dpx,Bqu, OB :“ tx P X | dpx,Bq ă dpx,Aqu.

Obviously, OA and OB are disjoint. Since both functions dp¨, Aq and dp¨, Bq are continuous,
OA and OB are open. Let x P A. Since XzB is open and x P XzB, we find r ą 0 with
Urpxq Ď XzB. In other words, dpx,Bq ě r. On the other hand, clearly, dpx,Aq “ 0, and we
see that x P OA. Since x P A was arbitrary, we have A Ď OA. It follows in the same way
that B Ď OB .

Æ We show the equivalences (3.2): Assume that d is a metric, and let x, y P X, x ‰ y. Set
r :“ 1

2dpx, yq, then r ą 0. For every z P Urpxq, it holds that

dpz, yq ě dpy, xq ´ dpz, xq ą dpy, xq ´
1

2
dpx, yq “ r,
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and we see that Urpxq X Urpyq “ H. Since Urpxq and Urpyq are open neighbourhoods of x
and y, respectively, we see that <X, Td> is (T2).

The implication “ñ” in the second equivalence is trivial. Assume now that <X, Td> is
(T0), and let x, y P X, x ‰ y. Choose O P Td which contains one of the points x, y, but
not the other. For definiteness, assume that x P O and y R O. Choose r ą 0, such that
Urpxq Ď O, then y R Urpxq, and hence

dpx, yq ě r ą 0.

q

We now name the central notion discussed in this chapter.

Definition 3.1.6. Let <X, T > be a topological space. The space <X, T > is called pseudo-
metrisable, if there exists a pseudo-metric d on X, such that T “ Td. It is called metrisable
if there exists a metric d on X, such that T “ Td.

Pseudo-metrisability is inherited by several topological constructions. For completeness, we
provide the proof.

Lemma 3.1.7.

(i) Let <X, T > be a topological space, <Y, d> be a pseudo-metric (or metric) space, and
φ : X Ñ Y be a T -to-Td–embedding. Then

dXpx, yq :“ dpφpxq, φpyqq for x, y P X,

is a pseudo-metric (or metric, respectively) on X and TdX “ T .

(ii) Let <X, d> be a pseudo-metric (or metric) space. Then

d 5px, yq :“
dpx, yq

1` dpx, yq
for x, y P X, (3.3)

is a pseudo-metric (or metric, respectively) on X and Td 5 “ Td.

(iii) Let <Xi, di>, i P N, be pseudo-metric (or metric) spaces. Let X :“
ś

iPNXi, let πi : X Ñ

Xi be the canonical projections, and T the product topology of the topologies Tdi . Then

dpx, yq :“ sup
iPN

1

i
d 5i
`

πipxq, πipyq
˘

for x, y P X,

is a pseudo-metric (or metric, respectively) on X and Td “ T .

The same statement holds for a finite family of (pseudo-) metric spaces.

Proof.

À Proof of (i): That dX satisfies the axioms of a pseudo-metric is clear. If d is a metric,
injectivity of φ implies that also dX is a metric. Since φ is a T -to-Td–embedding, the set

 

φ´1pUdr pyqq | r ą 0, y P φpXq
(

Ď PpXq

is a basis for the topology T . We have, by the definition of dX ,

φ´1pUdr pφpxqqq “ UdXr pxq,

and since tUdXr pxq | r ą 0, x P Xu is a basis for TdX it follows that T “ TdX .
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Á Proof of (ii): To start with, note that the function

β :

#

r0,8q Ñ r0, 1q

t ÞÑ t
1`t

is an increasing bijection. Next, we show that

@x, y ě 0. βpx` yq ď βpxq ` βpyq (3.4)

To establish this, multiply with the denominators to obtain the equivalent inequality

px` yqp1` xqp1` yq ď pxp1` yq ` yp1` xqqp1` x` yq.

the left side equals px` yq2` px` yqp1` xyq, and the right side equal px` yq2` px` yqp1`
2xyq ` 2xy, hence this inequality holds true.

From (3.4) the triangular inequality for d 5 follows immediately. The other axioms of a
(pseudo-) metric are clearly satisfied by d 5. Equality of topologies follows since

Udr pxq “ Ud
5

βprqpxq for r ą 0, x P X.

Â That d is a pseudo-metric is clear. If all di are metrics, then d also is a metric, since the
projections πi, i P I, are jointly injective. We have to show equality of topologies. On the
one hand, given n P N, r1, . . . , rn ą 0, and pxiqiPN P X, we have

Udr
`

pxiqiPI
˘

Ď

n
č

i“1

π´1
i

`

Udiri pxiq
˘

with r :“
1

n
β
`

min
i“1,...,n

ri
˘

.

On the other hand, given r ą 0 and pxiqiPN P X, choose n P N with 1
n`1 ă r, then

n
č

i“1

π´1
i

`

Udi
β´1prq

pxiq
˘

Ď Udr
`

pxiqiPI
˘

.

q

The following corollary provides a practical way to conclude that a space <X, T > is (pseudo-)
metrisable.

Corollary 3.1.8. Let <X, T > be a topological space. If there exists an at most countable
separating family of maps into pseudo-metrisable (metrisable) spaces, then <X, T > is pseudo-
metrisable (metrisable, respectively).

Proof. Assume that <Yn,Vn>, n P N, are pseudo-metrisable, and that fn : X Ñ Yn, n P N,
are such that tfn |n P Nu is separating. By Proposition 1.1.5 (i), the product map

ź

nPN
fn : X Ñ

ź

nPN
Yn

is an embedding of <X, T > into <
ś

nPN Yn,
ś

nPN Vn>. Using Lemma 3.1.7 (i) and (iii), we
obtain that T is induced by some pseudo-metric.

If all spaces <Yn,Vn> are metrisable, Lemma 3.1.7 gives a metric. q
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Examples of (pseudo-) metric spaces are obtained from (semi-) normed linear spaces. Recall:
if X is a linear space (over the scalar field R or C), and p : X Ñ r0,8q is a function, then p
is called a seminorm on X, if

(i) @x, y P X. ppx` yq ď ppxq ` ppyq (the triangle inequality)

(ii) @x P X,α P R or C. ppαxq “ |α|ppxq (homogenity)

It is called a norm, if additionally

(iii) @x P X. ppxq “ 0 ñ x “ 0

A seminorm p gives rise to a pseudo-metric dp, namely via

dppx, yq :“ ppx´ yq for x, y P X.

Thereby, dp is a metric if and only if p is a norm. All topological notions of a (semi-) normed
spaced are understood w.r.t. this (pseudo-) metric.

Lemma 3.1.7 shows that every topological space <X, T > which is homeomorphic to a
subspace of a (semi-) normed space is (pseudo-) metrisable. It is an interesting fact that a
certain converse holds.

Lemma 3.1.9. For every metric space <X, d> there exists a normed space <Z, } ¨ }> and a
contractive embedding ι : X Ñ Z. If dpX ˆXq is a bounded subset of r0,8q, the embedding
can be chosen to be isometric.

Proof. If d is not bounded, consider the metric d 5 from (3.3) Then the identity map idX is a
d-to-d 5–contractive Td-to-Td 5–homeomorphism. In order to prove the present assertion, it is
thus enough to consider the case that d is bounded, and construct an isometric embedding
into a normed space. Thus assume throughout the following that d is bounded.

Let BpX,Rq be the linear space of all bounded real-valued functions on X, and endow
BpX,Rq with the supremum norm

}f}8 :“ sup
xPX

|fpxq| for f P BpX,Rq.

Consider the function ι : X Ñ BpX,Rq defined by

rιpxqspyq :“ dpy, xq for x, y P X.

Then it holds, for each two elements x1, x2 P X, that

}ιpx1q ´ ιpx2q}8 “ sup
yPX

ˇ

ˇdpy, x1q ´ dpy, x2q
ˇ

ˇ “ dpx1, x2q.

The second equality follows from the reverse triangle inequality (to show “ď”) and by setting
y “ x1 (to show “ě”). Being isometric, ι is injective and (its corestriction) has an isometric
inverse. In particular, ι is an embedding. q

3.2 A theorem of Stone

A (pseudo-) metric space has a richer geometry than an arbitrary topological space. For
example, every topology Td has, by definition, a basis consisting of open balls, and balls have
specific geometric properties.

First recall the, purely set-theoretic, notion of a refinement.1.

1This definition and item (iii) of the following definition repeats in Definition 1.5.1.
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Definition 3.2.1. Let X be a set and F ,G Ď PpXq. Then F is called a refinement of G, if

@F P F DG P G. F Ď G.

Now we single out some properties, which turns out to be decisive.

Definition 3.2.2. Let <X, T > be a topological space, and F Ď PpXq. Then F is called

(i) discrete, if every point x P X has a neighbourhood which intersects at most one member
of F ;

(ii) σ-discrete (or countably discrete), if it is a union of at most countably many discrete
families.

(iii) locally finite, if every point x P X has a neighbourhood which intersects at most finitely
many members of F .

(iv) σ-locally finite (or countably locally finite), if it is a union of at most countably many
locally finite families.

Observe that every discrete family is locally finite, and, correspondingly, that every σ-discrete
family is σ-locally finite. Moreover, every family having only one element is discrete, and
hence every at most countable family is σ-discrete.

Theorem 3.2.3 (M.H.Stone). Let X be a set and d a pseudo-metric on X. Then every open
cover of X has a σ-discrete and locally finite refinement, which is again an open cover of X.

Proof. Let G be an open cover of X.

À We construct a candidate F Ď PpXq for the required refinement: Choose a well-ordering
ĺ on the set G. We define families Fn Ď PpXq for each n P N by using induction.

Let n P N, and assume that families Fm have already been defined for all m ă n. First
set, for each U P G,

F pU, nq :“
!

z P X |U 3
2n
pzq Ď U, U “ mintV P G | z P V u, z R

ď

măn

´

ď

Fm
¯)

.

Note here that, since G is a cover of X, the set tV P G | z P V u is nonempty. Now define

Fn :“
!

ď

zPF pU,nq

U 1
2n
pzq |U P G

)

.

Our candidate for a refinement of G with the required properties is F :“
Ť

nPN Fn.

Á We show that F is an open cover and a refinement of G: Denote

OU,n :“
ď

zPF pU,nq

U 1
2n
pzq for U P G, n P N.

Then, clearly, OU,n is open and OU,n Ď U . Thus F is an open refinement of G.

Let x P X. Set U :“ mintV P G | z P V u, and choose n P N sufficiently large so that
U 3

2n
pxq Ď U . Then either x P

Ť

măn

`
Ť

Fm
˘

or x P F pU, nq. In both cases, x P
Ť

F .
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Â We show that dpOU,n, OW,nq ě
1

2n for U ‰ W : Let n P N and U,W P G, U ‰ W , and
let x P OU,n and y P OW,n. Choose z P F pU, nq and w P F pW,nq such that x P U 1

2n
pzq and

y P U 1
2n
pwq. Since ĺ is a well-ordering, we have either U ă W or W ă U . For definiteness,

assume that the first case takes place: U ă W . Since W “ mintV P G | z P V u we have
w R U , and since U 3

2n
pzq Ď U , therefore dpw, zq ě 3

2n . Applying twice the reverse triangle
inequality, we find

dpx, yq ě dpx,wq ´ dpy, wq ě
“

dpw, zq ´ dpx, zq
‰

´ dpy, wq ą
1

2n
.

As a consequence of the now established fact that dpOU,n, OW,nq ě
1

2n for all U ‰W , we see
that each family Fn is discrete. Namely, every open ball with diameter 1

2n can intersect at
most one set OU,n, U P G.

Ã We show “m ě 1 ^ U 1

2m´1
pxq Ď OU,n ñ d

`

x,
Ť

lěm`n

Ť

Fl
˘

ě 1
2m ”: Let l ě m ` n,

y P
Ť

Fl, and choose W P G and w P F pW, lq such that y P U 1

2l
pwq. Since n ă l we have

w R
Ť

Fn, and hence also w R OU,n. By the present assumption, thus dpw, xq ě 1
2m´1 . It

follows that

dpx, yq ě dpx,wq ´ dpy, wq ą
1

2m´1
´

1

2l
ě

1

2m´1
´

1

2m
“

1

2m
.

As a consequence of the now established implication, we see that F is locally finite. Namely,
given x P X, choose n P N such that x P

Ť

Fn, U P G such that x P OU,n, and m ě 1
such that U 1

2m´1
pxq Ď OU,n. Then the open ball U 1

2m`n
pxq intersects non of the elements of

Ť

lěm`n Fl, and at most one element of each of Fl for l ă m` n.

q

3.3 The metrisability theorem of Bing-Nagata-Smirnov

Recall that a topological space <X, T > is said to satisfy the separation axiom (T3), if

@x P X,A Ď X closed, x R A DOx, OA P T .
`

x P Ox ^A Ď OA
˘

^
`

Ox XOA “ H
˘

Note that this condition is equivalent to

@x P X,A Ď X closed, x R A DO P T . x P O Ď O Ď XzA

Remark 3.3.1. Every pseudo-metrisable space <X, d> satisfies (T3). Namely, given x P X and
A Ď X closed with x R A, we know from Proposition 3.1.5 (iii) that dpx,Aq ą 0. The sets

Ox :“ U dpx,Aq
2
pxq, Oy :“

!

y P X | dpy,Aq ă
dpx,Aq

2

)

,

are disjoint open neighbourhoods of x and A.

Theorem 3.3.2. Let <X, T > be a topological space which is (T3). Then the following state-
ments are equivalent.

(i) <X, T > is pseudo-metrisable.
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(ii) The topology T has a σ-discrete basis.

(iii) The topology T has a σ-locally finite basis.

The equivalence “(i)ô(ii)” is a metrisability theorem of Bing , and the equivalence “(i)ô(iii)”
is the metrisability theorem of Nagata-Smirnov .

As a corollary we obtain a metrisability theorem of Urysohn. Recall here that a topological
space <X, T > is called second countable, if it has an at most countable basis.

Corollary 3.3.3. Let <X, T > be a topological space. If <X, T > is second-countable, (T3) and
(T0), then it is metrisable.

Proof. The topology T has a countable, and hence σ-discrete, basis. q

We come to the proof of Theorem 3.3.2. The implication “(i)ñ(ii)” follows from Stone’s
theorem.

Proof of Theorem 3.3.2 “(i)ñ(ii)”. Choose a pseudo-metric d such that T “ Td. For n P N
let Gn be the open cover

Gn :“ tU2´npxq |x P Xu.

By Theorem 3.2.3, we find a σ-discrete open cover Fn which is a refinement of Gn. Set
B :“

Ť

nPN Fn, then B is again a σ-discrete open cover.
We show that B is a basis for T . Let O P Td and x P O. Choose n P N with U2´npxq Ď O,

and choose F P Fn`1 with x P F . Since Fn`1 is a refinement of Gn`1, we find y P X such
that F Ď U2´pn`1qpyq. In particular, dpx, yq ă 2´pn`1q, and hence

x P F Ď U2´pn`1qpyq Ď U2´npxq Ď O.

q

The implication “(ii)ñ(iii)” is of course trivial. For the proof of “(iii)ñ(i)”, we present two
lemmata. The first contains a statement which in some sense expresses the essence of local
finiteness.

Lemma 3.3.4. Let <X, T > be a topological space, and F Ď PpXq. If F is locally finite, then

ď

FPF
F “

ď

FPF
F .

Proof. The set on the left side is closed and contains all sets F from the family F , hence it
also contains all sets F , F P F . This shows that “Ě” holds. To show the reverse inclusion,
let x P

Ť

FPF F . Choose U P Upxq which intersects only finitely many elements of F , say,
F1, . . . , Fn. For every neighbourhood V P Upxq with V Ď U , we have

V X
n
ď

i“1

Fi “ V X
ď

FPF
F ‰ H,

and hence

x P
n
ď

i“1

Fi “
n
ď

i“1

Fi Ď
ď

FPF
F .

q
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Second, we show that under the assumption of (iii), the separation property (T3) implies
(T4).

Lemma 3.3.5. Let <X, T > be a topological space. If <X, T > is (T3) and has a σ-locally finite
basis, then it is (T4).

Proof. Choose Bn Ď T , n P N, such that each Bn is locally finite and that B :“
Ť

nPN Bn is
a basis of T .

Let A,B Ď X be closed and disjoint. Since <X, T > is (T3) and B is a basis, we can choose
for each a P A a set Ma P B with

a PMa ĎMa Ď XzB.

Analogously, choose for each b P B a set Nb P B with b P Nb Ď Nb Ď XzA. Consider the
families

Fn :“ tMa | a P A,Ma P Bnu, Gn :“ tNb | b P B,Nb P Bnu.

As subfamilies of Bn, both are locally finite. Set

Fn :“
ď

FPFn

F, Gn :“
ď

GPGn

G,

then

Fn “
ď

FPFn

F Ď XzB, Gn “
ď

GPGn

G Ď XzA.

Set

Pn :“ Fnz
n
ď

i“1

Gi, Qn :“ Gnz
n
ď

i“1

Fi.

Since a finite union of closed sets is again closed, Pn and Qn are open. Moreover, clearly,
Pn XQm “ H, n,m P N.

Set

OA :“
ď

nPN
Pn, OB :“

ď

mPN
Qm.

Then OA and OB are open and disjoint. If a P A, then we find n P N with Ma P Fn, and
hence a P Pn. Thus A Ď OA. In the same way, it follows that B Ď OB . q

The need to have a countable index set in the representation of the basis as union of locally
finite families arises in the proof of Lemma 3.3.5 at the point where we conclude that Pn and
Qm are open: an uncountable well-ordered set has infinite beginning sections.

Proof of Theorem 3.3.2 “(iii)ñ(i)”. Choose a basis B of T which can be written as a union
B :“

Ť

nPN Bn of locally finite families Bn Ď T , n P N. Moreover, note that by the previous
lemma <X, T > is (T4) and thus Urysohn’s Lemma is available.

À Given pn,mq P Nˆ N, we construct a pseudo-metric dn,m on X: For U P Bm set

U˚ :“
ď

 

V P Bn |V Ď Uu.



70 CHAPTER 3. METRISABILITY

Since Bn is locally finite, we have U˚ Ď U . If U˚ ‰ H and U ‰ X, we apply Urysohn’s
Lemma, and find a continuous function fU : X Ñ r0, 1s such that fU pXzUq “ t0u and
fU pU˚q “ t1u. If U˚ “ H take fU :“ 0, and if U “ X take fU :“ 1. Now set

dn,mpx, yq :“
ÿ

UPBm

|fU pxq ´ fU pyq| for x, y P X. (3.5)

Since Bm is locally finite, every point x P X has a neighbourhood Vx which intersects only
finitely many members of Bm. Given x, y P X, let U1, . . . , UN be all those elements of Bm
which intersect Vx or Vy. It follows that

@px, yq P Vx ˆ Vy. dn,mpx, yq “
N
ÿ

j“1

|fUj pxq ´ fUj pyq|.

Hence, (3.5) defines a continuous function dn,m : XˆX Ñ R. The axioms of a pseudo-metric
are obviously fulfilled.

Á We construct a separating family on <X, T >: Consider the topological spaces <X, Tdn,m>,
and the maps fn,m : <X, T >Ñ <X, Tdn,m> which all act as the identity function: fn,mpxq :“ x
for all x P X.

Since dn,m is continuous, every open dn,m-ball belongs to T . Since the open balls form
a basis of Tdn,m , it follows that Tdn,m Ď T . In other words, the map fn,m is T -to-Tdn,m–
continuous. Obviously, each map fn,m is injective, in particular, the family tfn,m | pn,mq P
Nˆ Nu is point separating.

Let x P X, and A Ď X closed with x R A. Choose U P B with x P U Ď XzA, then choose
O P T with x P O Ď O Ď U , and then V P B with x P V Ď O. Now choose n,m P N with
U P Bm and V P Bn. Then x P U˚, and hence

dn,mpx,Aq “ inf
yPA

dn,mpx, yq ě inf
yPA

| fU pxq
loomoon

“1

´ fU pyq
loomoon

“0

| “ 1.

Hence, x does not belong to the closure of A w.r.t. Tdn,m , i.e., fn,mpxq does not belong to
the closure of fn,mpAq in the space <X, Tn,m>.

We can now apply Corollary 3.1.8 to conclude that <X, T > is pseudo-metrisable. q

3.4 Metrisability: local to global

The following result is a metrisability theorem of Smirnov .

Theorem 3.4.1. Let <X, T > be a paracompact Hausdorff space, and assume that every point
x P X has a neighbourhood U P Upxq such that <U, T |U > is metrisable. Then <X, T > is
metrisable.

This theorem can be proven with the usual ways of arguing (juggling with sets and coverings)
using the Nagata-Smirnov metrisation theorem. We give a different proof, which does not
depend on the Nagata-Smirnov theorem, but uses paracompactness in the form of existence
of partitions of unity.

Proof. Choose an open cover F of X such that for every element U P F the space <U, T |U >
is metrisable, and choose a partition of unity pψiqiPI subordinate to this cover.
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À We construct a family of functions into normed spaces: For each i P I we choose Ui P F
with suppψi Ď Ui. According to Lemma 3.1.9, we find for each i P I an embedding ιi of
<Ui, T |Ui> into a normed space <Zi, } ¨ }i>. Set

fi :

#

X Ñ Zi ˆ R

x ÞÑ pψipxqιipxq, ψipxqq
for i P I.

Here the product ψipxqιipxq actually means the function

x ÞÑ

$

&

%

ψipxqιipxq if x P Ui,

0 if otherwise.

We endow the space Zi ˆ R with the sum norm of } ¨ }i and the euclidean norm, denote the
corresponding metric by di and the corresponding topology by Vi.

Á We prove that tfi | i P Iu is separating: Since suppψi Ď Ui, the functions fi are T -to-Vi–
continuous. Next, let x, y P X and assume that fipxq “ fipyq for all i P I. Choose i P I with
ψipxq ą 0, then it follows that x, y P Ui and ιipxq “ ιipyq. Since ιi is injective, thus x “ y.

Let x P X and A Ď X closed, and assume that fipxq P fipAq for all i P I. Choose i P I with
ψipxq ą 0, i.e., x P Ui. Choose a net palqlPL of elements al P A such that limlPL fipalq “ fipxq.
Then we have, in particular, limlPL ψipalq “ ψipxq ą 0. By passing to a subnet if necessary,
we may assume without loss of generality that ψipalq ą 0 for all l P L. It follows that al P Ui
for all l P L, and that limlPL ιipalq “ ιipxq. Since ιi is a homeomorphism onto its image, it
follows that limlPL al “ x in <Ui, T |Ui>, and hence in <X, T >. This shows that x P A.

Â Embedding into the product: We denote

Z :“
ź

iPI

pZi ˆ Rq, V :“
ź

iPI

Vi.

Then, according to Proposition 1.1.5 (i), the product map f :“
ś

iPI fi is an embedding of
<X, T > into <Z,V>.

Ã The direct sum: Let Y :“
À

iPIpZi ˆ Rq be the direct sum of the linear spaces Zi ˆ R,
i.e., the subset of their product consisting of all elements with only finitely many nonzero
coordinates. This space can be endowed with the sum norm } ¨ }Σ of the norms } ¨ }i, i.e.,

}pziqiPI}Σ :“
ÿ

iPI

}zi}i for pziqiPI P
à

iPI

pZi ˆ Rq.

We denote the corresponding metric as dΣ, and the corresponding topology as VΣ.

The projections πi|Y : Y Ñ pZi ˆ R are contractive, in particular, continuous. Thus
V|Y Ď VΣ. In general, this inclusion will be a proper one, but on small subspaces the
topologies coincide. Namely, let J Ď I be finite, and consider the subspace

YJ :“
č

iPIzJ

π´1
i pt0uq Ď Y.

The restriction of VΣ to YJ is induced by the restriction of the sum norm. Let pyiqiPI P YJ
and r ą 0. Then

č

jPJ

π´1
j

`

U
dj
r
|J|
pyjq

˘

X YJ Ď UdΣ
r

`

pyiqiPI
˘

X YJ ,

and we conclude that VΣ|YJ Ď V|YJ .
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Ä Embedding into the direct sum: The family tsuppψi | i P Iu is locally finite. Hence, given
x P X, we can choose an open neighbourhood Ox of x, which intersects only finitely many of
suppψi, i P I. Set J :“ ti P I |Ox X suppψi ‰ Hu, then

fpOxq Ď YJ .

In particular, fpXq Ď Y . Since f is T -to-V–continuous and VΣ|YJ Ď V|YJ , it follows that
f |Ox is T |Ox-to-VΣ–continuous. Since x P X was arbitrary, we conclude that f is T -to-VΣ–
continuous.

Since f´1 : fpXq Ñ X is V|fpXq-to-T –continuous, and VΣ Ě V|Y , we also have that f´1

is VΣ|fpXq-to-T –continuous.

Having an embedding of <X, T > into the metrisable space <Y,VΣ>, Lemma 3.1.7 (i) yields that
<X, T > is metrisable. q



Chapter 4

Covering spaces

A covering of a topological space X can be seen as a larger space which can be projected onto

X and in which certain loops in X are unfolded. Covering spaces arose in complex analysis in

the study of Riemann surfaces. They play an important role in the structure theory of topological

spaces due to their relation to the fundamental group of a space.

§1. Coverings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

§2. Lifting of continuous functions . . . . . . . . . . . . . . . . . . . . . . . . . 78

§3. The monodromy theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

§4. The lifting criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.1 Coverings

Loosely speaking, a covering space of some topological space X is a topological space X̃
together with a map projecting X̃ onto X, such that for sufficiently small neighbourhoods U
in X the subspace p´1pUq Ď X̃ looks like a stack of pancakes hovering above U .

In our definition we include a connectedness assumption. This is done for practical pur-
poses, since many results hold only under such assumptions.

Definition 4.1.1. Let <X, T > be a topological space. A covering of <X, T > is a triple
<X̃, T̃ , p>, where

(i) <X̃, T̃ > is a pathwise connected topological space,

(ii) p : X̃ Ñ X is continuous,

(iii) each point x P X has an open neighbourhood Ux, such that the inverse image p´1pUxq
is the union of some nonempty family of pairwise disjoint nonempty open sets Sx,i,
i P Ix, with the property that for all i P I the map p|Sx,i is a homeomorphism of Sx,i
onto Ux.

73
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If <X̃, T̃ , p> is a covering of <X, T >, the map p is called the covering projection and the set
p´1ptxuq is called the fiber of x. Moreover, a set Ux with the properties stated in (iii) is
called an evenly covered neighbourhood of x and the corresponding sets Sx,i, i P Ix, from (iii)
are called the sheets over Ux.

We start with a simple general observation.

Remark 4.1.2. Let <X, T > be a topological space, and <X̃, T̃ , p> be a covering of <X, T >. Then
p is surjective, and <X, T > is pathwise connected.

To see that p is surjective, note that for every evenly covered neighbourhood U there
exists at least one corresponding sheet S and p|S is a homeomorphism of S onto U . Hence,
U Ď ppX̃q. The family of all evenly covered neighbourhoods forms an open cover of X, and
we see that X Ď ppX̃q.

As a continuous image of a pathwise connected space, <X, T > is also pathwise connected.

Lemma 4.1.3. Let <X, T > be a topological space, and <X̃, T̃ , p> be a covering of <X, T >.
Then p is open.

Proof. Let O Ď X̃ be open, and let x P ppOq. Choose an evenly covered neighbourhood U
of x. Then OX p´1pUq ‰ H, and we can choose a sheet S over U with OX S ‰ H. The set
OXS is open in S, and hence ppOXSq is open in U . Since U is open, ppOXSq is also open
in X. Clearly, x P ppO X Sq Ď ppOq. q

Remark 4.1.4. Assume we have a covering <X̃, T̃ , p> of some topological space <X, T >. Let „
be the kernel of p, let π : X̃ Ñ X̃{„ be the canonical projection, and let X̃{„ be endowed with
the factor topology (i.e., the final topology from the family tπu). Moreover, let p̃ : X̃{„ Ñ X
be the map with

X̃ X

X̃{„

p

π
p̃

Then p̃ is a homeomorphism.
This is seen by a general argument which only needs that p is surjective, continuous, and

open. Since p is surjective, p̃ is bijective. Since X̃{„ carries the final topology, p̃ is continuous.
Let O Ď X̃{„ be open. This means that π´1pOq Ď X̃ is open. Since π is surjective, we obtain
that

p̃pOq “ p̃
`

πpπ´1pOqq
˘

“ p
`

π´1pOq
˘

and the set on the right side is open since p is open.

The following observation is often practical when one intends to prove that a given triple is
a covering.

Lemma 4.1.5. The axiom (iii) in the definition of a covering can be replaced by the following
two requirements:

(iii’) p : X̃ Ñ X is open,
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(iii”) each point x P X has an open neighbourhood Ux, such that the inverse image p´1pUxq
is the union of some nonempty family of pairwise disjoint nonempty open sets Sx,i,
i P Ix, with the property that for all i P I the map p|Sx,i is a bijection of Sx,i onto Ux.

To be precise: a triple <X̃, T̃ , p> is a covering of <S, T >, if and only if it satisfies Defini-
tion 4.1.1 (i),(ii), and (iii’), (iii”).

Proof. Definition 4.1.1 (iii) implies (iii’) by Lemma 4.1.3, and (iii”) is obvious. Conversely,
we have to check that p|Sx,i is a homeomorphism: being a restriction of a continuous map
p|Sx,i is continuous, and being a restriction of an open map to an open set it is open. q

Every pathwise connected space <X, T > has the trivial covering <X, T , idX>. Let us give some
examples of non-trivial coverings.

We start with two examples dealing with spheres: denote by Sn the n-sphere (here }.} is
the euclidean norm)

Sn :“
 

x P Rn`1 | }x} “ 1
(

Unless specified differently, we always endow Sn with the subspace topology Tn inherited
from the euclidean topology of Rn`1.

It is often convenient to identify R2 with the complex number field, and regard S1 as the
unit circle in C

S1 “
 

z P C | |z| “ 1
(

.

Remark 4.1.6. Let us show that the sphere Sn is pathwise connected.
First, the circle S1 is the image of the interval r0, 2πs under the continuous map Φpθq :“

eiθ, and hence pathwise connected.
Let n ě 2. We use spherical coordinates. This is the map Φ: r0, 2πsn´1 ˆ r0, πs Ñ Sn

defined as

Φ:

¨

˚

˝

φ1

...
φn

˛

‹

‚

ÞÑ

¨

˚

˚

˚

˚

˚

˚

˚

˝

sinφ1 ¨ sinφ2 ¨ ¨ ¨ sinφn
cosφ1 ¨ sinφ2 ¨ ¨ ¨ sinφn
cosφ2 ¨ sinφ3 ¨ ¨ ¨ sinφn

...
cosφn´1 ¨ sinφn
cosφn

˛

‹

‹

‹

‹

‹

‹

‹

‚

It is a continuous surjection of r0, 2πsn´1 ˆ r0, πs onto Sn.

Proposition 4.1.7. Let k ě 2, and let ppkq : S1 Ñ S1 be the map ppkqpzq :“ zk. Then
<S1, T1, p

pkq> is a covering of <S1, T1>.

Proof. We know that S1 is pathwise connected. Moreover, clearly, the map ppkq is continuous.

À We show that ppkq is open: The intersection of an open disk in C with the unit circle is
an open arc. Hence, the set of all open arcs Iα,β :“ teit |α ă t ă βu with α, β P R, α ă β, is
a basis for the subspaces topology T1.

We have ppkqpIα,βq “ Ikα,kβ , and hence ppkq induces a bijection of the set of all arcs onto
itself. In particular, this implies that ppkq maps open sets to open sets.
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Á We construct evenly covered neighbourhoods: Let x0 P S
1 and write x0 “ eiθ with some

θ P R. Let U be the open arc Iθ´π,θ`π. Then U is an open neighbourhood of x0. The inverse
image rppkqs´1pUq is the union of the k disjoint open arcs

Sl :“
´ θ

k
`

2l ´ 1

k
π,
θ

k
`

2l ` 1

k
π
¯

where l “ 0, . . . , k ´ 1.

For each l P t0, . . . , k ´ 1u the map ppkq|Sl is a bijection of Sl onto U .

q

The case “k “ 2” of Proposition 4.1.7 admits an immediate generalisation to higher dimen-
sional spheres. To make the connection, remember Remark 4.1.4.

Proposition 4.1.8. Let n ě 2. Let „Ď Sn ˆ Sn be the equivalence relation

x „ y :ô px “ y _ x “ ´yq

and let pn : Sn Ñ Sn{„ be the canonical projection. Let Sn{„ be endowed with the final
topology V induced by tpnu.

Then <Sn, Tn, pn> is a covering of <Sn{„,V>.

Proof. We know that Sn is pathwise connected. Moreover, since the topology on Sn{„ is
defined as the final topology, the map pn is continuous.

À We show that pn is open: Let O Ď Sn be open. Then p´1
n ppnpOqq “ O Y p´Oq is also

open, and indeed pnpOq is open in Sn{„.

Á We construct evenly covered neighbourhoods: Let x0 P S
n and consider the point x0{„ P

Sn{„. Then p´1
n ptx0{„uq “ tx0,´x0u. Set

O` :“
 

x P Sn | }x´ x0} ă
1

2

(

, O´ :“
 

x P Sn | }x` x0} ă
1

2

(

.

Then O` and O´ are disjoint, open in Sn, and satisfy O´ “ ´O`. Set U :“ pnpO`q. Then
U is an open neighbourhood of x0{„ in Sn{„. We have p´1

n pUq “ O`YO´. The restrictions
pn|O` and pn|O´ are injective, and thus map O` and O´, respectively, bijectively onto U .

q

As a third example, we prove a general result which yields coverings. Recall that a topological
group is a triple <G, ¨, T >, such that <G, ¨> is a group, <G, T > is a topological space, and the
algebraic operations

¨ : GˆGÑ G, .´1 : GÑ G

are continuous.

Theorem 4.1.9. Let <G, ¨, T > be a pathwise connected topological group, and let H Ď G be a
normal subgroup of <G, ¨> which is a discrete subspace of <X, T >. Denote by p the canonical
projection p : G Ñ G{H, and consider G{H with the quotient topology V (i.e., the final
topology induced by tpu). Then <G, T , p> is a covering of <G{H,V>.

Proof.
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À We show that p is open: Let O Ď G be open. Then

p´1
`

ppOq
˘

“
ď

xPO

H ¨ x “
ď

xPO

ď

yPH

y ¨ x “
ď

yPH

y ¨O.

Left-translations Ty : x ÞÑ y ¨ x are homeomorphisms, and we see that p´1pppOqq is open in
G. This means that ppOq is open in G{H.

Á We construct an evenly covered neighbourhood of the unit element 1 of G: Since H is
discrete, we can choose an open set W Ď G with W X H “ t1u. By continuity of the
algebraic operations, we find an open neighbourhood V of 1 with V ¨ V ´1 ĎW . Now set

U1 :“ ppV q.

Then U1 is an open neighbourhood of 1{H P G{H. We have

p´1pU1q “
ď

yPH

y ¨ V.

The sets y ¨V are open. Let us show that they are pairwise disjoint: assume we have y, z P H
and v, w P V with yv “ zw, then

vw´1 “ y´1z P V V ´1 XH “ t1u,

and hence y “ z.

Since H “ ker p, we have for each y P H that ppy ¨V q “ ppV q “ U1. Since y ¨V and U1 are
open in G and G{H, respectively, and p : GÑ G{H is an open map, also p|y¨V : y ¨ V Ñ U1

is an open map. Clearly, it is also continuous. Let us show that p|y¨V is injective: assume we
have v, w P V with ppyvq “ ppywq. Then also ppvq “ ppwq, and we find

vw´1 P H X V V ´1 “ t1u,

i.e., v “ w. Alltogether, p|y¨V is a homeomorphism of y ¨ V onto U1.

Â Evenly covered neighbourhoods of other points are found by translating: The factor group
G{H is again a topological group, and hence translations in both, G and G{H, are homeo-
morphisms. The projection p is a homomorphism, in other words, for all x P G

p ˝ Tx “ Tppxq ˝ p.

Given x P G, set Ux{H :“ TppxqpU1q. Then Ux{H is an evenly covered neighbourhood of x{H
(with sheets xy ¨ V , y P H).

q

Example 4.1.10. The additive group <R,`> becomes a topological group when endowed with
the euclidean topology E . It has the discrete subgroup Z, and the factor space R{Z is
homeomorphic to the unit circle S1 in R2 endowed with the subspace topology T of the
euclidean topology of R2. A homeomorphism is given by map x{Z ÞÑ e2πix.

The above theorem implies that <R, E , p>, where ppxq :“ e2πix, is a covering of <S1, T >.

We show a structure result about covering spaces.
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Proposition 4.1.11. Let <X̃, T̃ , p> be a covering of <X, T >. Then all fibers p´1ptxuq, x P X,
have the same cardinality.

The cardinality of fibers of a covering is called its degree. If the degree of a covering is
finite, say n, then one also speaks of an n-fold covering . Note that for every evenly covered
neighbourhood U the cardinality of the set of sheets lying over U is equal to the degree of
the covering.

For example, Proposition 4.1.7 gives a k-fold covering, and the degree of the covering
given in Theorem 4.1.9 is equal to the cardinality of the normal subgroup H.

Proof of Proposition 4.1.11. Let x P X. Choose an evenly covered neighbourhood U of x,
and let Si, i P I, be the sheet over U . Consider a point y P U . Then in every sheet Si we find
a unique point ỹi P Si with ppỹiq “ y. Hence, a function φ : I Ñ p´1ptyuq is well-defined by
φpiq :“ ỹi. This function is injective since different sheets are disjoint, and surjective since
the fiber of y is contained in the union of all sheets.

Since a fiber cannot be larger than X̃, we have

X “
ď

κ cardinality

κď|X̃|

 

x P X | |p´1ptxuq| “ κ
(

By what we showed above, every set in this union is open. Since X is connected, thus only
one of these sets can be nonempty. q

4.2 Lifting of continuous functions

The notion of a lifting of a map plays a central role.

Definition 4.2.1. Let <X, T > be a topological space and <X̃, T̃ , p> a covering of <X, T >.
Further, let <Y,V> be a topological space and f : Y Ñ X a continuous map.

A continuous map f̃ : Y Ñ X̃ is called a lifting of f , if it satisfies p ˝ f̃ “ f .

<X̃, T̃ >

<Y,V> <X, T >

p

f

f̃

Let us show a uniqueness property. Despite being easy to prove, uniqueness of lifting is an
important property and often used.

Theorem 4.2.2. Let <X̃, T̃ , p> be a covering of <X, T >, let x0 P X and x̃0 be an element
of the fiber of x0. Moreover, let <Y,V> be a topological space, y0 P Y , and f : Y Ñ X be
continuous with fpy0q “ x0. If <Y,V> is connected, then there exists at most one lifting f̃ of
f with f̃py0q “ x̃0.

Proof. Assume that f̃1, f̃2 : Y Ñ X̃ are continuous functions with

p ˝ f̃1 “ p ˝ f̃2 “ f, f̃1py0q “ f̃2py0q “ x̃0.

Consider the sets

A :“
 

y P Y | f̃1pyq “ f̃2pyq
(

, B :“ Y zA.
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À We show that A is open: Let a P A and choose an evenly covered neighbourhood U of
fpaq. Let S be the sheet over U with f̃1paq “ f̃2paq P S. Then

W :“ f̃´1
1 pSq X f̃´1

2 pSq

is an open neighbourhood of a in Y . If y P W , then f̃1pyq, f̃2pyq P S and ppf̃1pyqq “ fpyq “
ppf̃2pyqq. Since p|S is injective, it follows that f̃1pyq “ f̃2pyq, i.e., y P A.

Á We show that B is open: Let b P B and choose an evenly covered neighbourhood U of
fpbq. If f̃1pbq and f̃2pbq belong to the same sheet S over U , injectivity of p|S together with
p ˝ f̃1 “ p ˝ f̃2 implies that f̃1pbq “ f̃2pbq. Thus f̃1pbq and f̃2pbq lie in different sheets over U ,
say S1 and S2. Set

W :“ f̃´1
1 pS1q X f̃

´1
2 pS2q.

Then W is an open neighbourhood of b in Y . We have f̃1pW q Ď S1 and f̃2pW q Ď S2, and
S1 X S2 “ H implies that W Ď B.

Since Y is connected and A ‰ H, we must have B “ H. q

Note that the above proof simplifies if X̃ is Hausdorff: in this case, A is closed simply by
continuity of f̃1 and f̃2.

The question whether a lifting exists is a deep issue which lies at the heart of the theory
of covering spaces. In this place, we only consider a particular situation where existence of
liftings can be shown.

The following elementary lemma will be used repeatedly.

Lemma 4.2.3. Let <Y, d> be a compact metric space, and let tOi | i P Iu be an open cover of
Y . Then there exists ε ą 0, such that every ball Uεpyq with y P Y is contained in some set
Oi.

A number ε with the property stated in the lemma is called a Lebesgue number of the cover
tOi | i P Iu.

Proof of Lemma 4.2.3. For each x P Y we find ipxq P I with x P Oi, and then εpxq ą 0
with U2εpxqpxq Ď Oipxq. The balls tUεpxqpxq |x P Y u form an open cover of Y , and since Y is
compact we find x1, . . . , xn P Y with

Y “
n
ď

i“1

Uεpxiqpxiq.

Set ε :“ mintεpx1q, . . . , εpxnqu. Given y P Y , choose l P t1, . . . , nu with y P Uεpxlqpxlq. Then,
for each z P Uεpyq,

dpz, xlq ď dpz, yq ` dpy, xlq ă ε` εpxlq ď 2εpxlq.

This shows that Uεpyq Ď U2εpxlqpxlq Ď Oipxlq. q

We give a general result on existence of a diagonal fill-in. It can be seen as proving existence
of a lifting with prescribed initial values.
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Theorem 4.2.4. Let <X̃, T̃ , p> be a covering of <X, T >, let <Y,V> be a topological space, let
a, b P R with a ă b, and denote

ι :

#

Y Ñ Y ˆ ra, bs

y ÞÑ py, aq

Further, let f̃ : Y Ñ X̃ and F : Y ˆ ra, bs Ñ X be continuous maps with F ˝ ι “ p ˝ f̃ . Then
there exists a continuous map F̃ : Y ˆ ra, bs Ñ X̃ with F̃ ˝ ι “ f̃ and p ˝ F̃ “ F .

Y X̃

Y ˆ ra, bs X

f̃

ι p

F

F̃

If <Y,V> is connected, then F̃ is unique.

If Y “ H, there is nothing to prove. Hence, assume throughout that Y ‰ H. The uniqueness
statement follows immediately from Theorem 4.2.2 since F̃ is a lifting of F with prescribed
values at Y ˆ tau. The existence result is the major part of the theorem.

The proof of Theorem 4.2.4 is slightly technical. Before we dive into the details, let us
illustrate the nature of the theorem by deducing that paths always can be lifted.

Corollary 4.2.5. Let <X̃, T̃ , p> be a covering of <X, T >, let f : ra, bs Ñ X be a path in X,
set x0 :“ fpaq, and let x̃0 be an element of the fiber of x0. Then there exists a unique lifting
f̃ : ra, bs Ñ X̃ of f with f̃paq “ x̃0.

Proof. Let Y be a one-element set, say Y :“ t˚u, endowed with the discrete topology. Let
φ : Y Ñ X̃ be the map φp˚q :“ x̃0, and F : Y ˆ ra, bs Ñ X be the map F p˚, tq :“ fptq.
Theorem 4.2.4 provides us with a diagonal fill-in

t˚u X̃

t˚u ˆ ra, bs X

φ

ι p

F

F̃

Set f̃ptq :“ F̃ p˚, tq. Then

ppf̃ptqq “ ppF̃ p˚, tqq “ F p˚, tq “ fptq for t P ra, bs,

f̃paq “ F̃ p˚, aq “ pF̃ ˝ ιqp˚q “ φp˚q “ x̃0.

Uniqueness is clear by Theorem 4.2.2. q

The main step towards the proof of Theorem 4.2.4 is to establish a local version.

Lemma 4.2.6. Let data be given as in the theorem. For each point y P Y there exists an
open neighbourhood Wy of y and a continuous function F̃y : Wy ˆ ra, bs Ñ X̃, such that

Wy X̃

Wy ˆ ra, bs X

f̃ |Wy

ι|Wy p

F |Wyˆra,bs

F̃y
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Proof. Let y P Y be fixed. For each s P ra, bs choose an evenly covered neighbourhood Us
of the point F py, sq P X. By continuity of F , choose open neighbourhoods Vs Ď Y of y and
V 1s Ď ra, bs of s with

F pVs ˆ V
1
sq Ď Us.

The family tV 1s | s P ra, bsu is an open cover of ra, bs. Let ε ą 0 be a Lebesgue number for this
cover. Choose n P N with b´a

n ă ε, and consider the partition of ra, bs given by the points

tk :“ a` k ¨
b´ a

n
for k “ 0, . . . , n.

For each k P t1, . . . , nu, choose sk P ra, bs with rtk´1, tks Ď V 1sk , and set

Wy :“
n
č

k“1

Vsk .

Then Wy is an open neighbourhood of y. This construction of Wy ensures that

@k P t1, . . . , nu. F
`

Wy ˆ rtk´1, tks
˘

Ď Usk (4.1)

Our aim is to inductively construct continuous functions F̃y,k : Wyˆra, tks Ñ X̃, k “ 0, . . . , n,
with

Wy X̃

Wy ˆ ra, tks X

f̃ |Wy

ι|Wy p

F |Wyˆra,tks

F̃y,k
(4.2)

Ź Base case: Set

F̃y,0 :

#

Wy ˆ tau Ñ X̃

pz, aq ÞÑ f̃pzq

Clearly, F̃y,0 is continuous and satisfies F̃y,0 ˝ ι “ f̃ . By the assumption of the theorem, we
have

pp ˝ F̃y,0qpz, aq “ ppf̃pzqq “ pF ˝ ιqpzq “ F pz, aq for z PWy.

Ź Induction step: Let k P t1, . . . , nu be given, and assume that F̃y,k´1 has already been

constructed. We want to continue F̃y,k´1 to a function defined on Wy ˆ ra, tks.

Denote

g̃kpzq :

#

Wy Ñ X̃

z ÞÑ F̃y,k´1pz, tk´1q

We have

pp ˝ g̃kqpWyq “ pp ˝ F̃y,k´1qpWy ˆ ttk´1uq “ F pWy ˆ ttk´1uq Ď Usk ,
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and hence Wy “ g̃´1
k pp

´1pUskqq. Denote by Sk,i, i P I, the sheets over Usk . Then Wy can be
written as the disjoint union of open sets

Wy “
ď

iPI

g̃´1
k pSk,iq.

For each i P I set

G̃y,k,i :“
`

p|Sk,i
˘´1

˝ F |g̃´1
k pSk,iqˆrtk´1,tks

: g̃´1
k pSk,iq ˆ rtk´1, tks Ñ X̃

This function is well-defined by (4.1), and clearly it is continuous and maps into Sk,i. Let

G̃y,k : Wy ˆ rtk´1, tks Ñ X̃ be the unique function with

@i P I. G̃y,k|g̃´1
k pSk,iqˆrtk´1,tks

“ G̃y,k,i.

By the gluing lemma, G̃y,k is continuous.

From the definition of G̃y,k,i we see that

@i P I. p ˝ G̃y,k,i “ F |g̃´1
k pSk,iqˆrtk´1,tks

(4.3)

in particular,

@i P I @z P g̃´1
k pSk,iq. p

`

G̃y,k,ipz, tk´1q
˘

“ F pz, tk´1q “ p
`

F̃y,k´1pz, tk´1q
˘

Since F̃y,k´1pz, tk´1q “ g̃kpzq P Sk,i for all z P g̃´1
k pSk,iq, injectivity of p|Sk,i implies

@i P I. G̃y,k|g̃´1
k pSk,iqˆttk´1u

“ G̃y,k,i|g̃´1
k pSk,iqˆttk´1u

“ F̃y,k´1|g̃´1
k pSk,iqˆttk´1u

Let F̃y,k : Wy ˆ ra, tks Ñ X̃ be the unique function with

F̃y,k|Wyˆr0,tk´1s “ F̃y,k´1, F̃y,k|Wyˆrtk´1,tks “ G̃y,k.

By the gluing lemma, F̃y,k is continuous. By the inductive hypothesis it satisfies F̃y,k ˝ ι “ f̃ ,

and by the inductive hypothesis and (4.3) it satisfies p ˝ F̃y,k “ F |Wyˆra,tks.

The function F̃y :“ F̃y,n satisfies the properties required in the assertion of the lemma. q

Passing to the global result is not anymore difficult.

Proof of Theorem 4.2.4. The family tWy | y P Y u is an open cover of Y . We claim that

@y1, y2 P Y . F̃y1
|pWy1XWy2 qˆra,bs

“ F̃y2
|pWy1XWy2 qˆra,bs

(4.4)

Once this claim is established, we may define F̃ as the unique function with

@y P Y . F̃ |Wyˆra,bs “ F̃y

and F̃ will be continuous by the gluing lemma and make the required diagram commute since
all functions F̃y do so.

To establish (4.4), let y1, y2 P Y and z PWy1 XWy2 be given. We have

F̃y1
pz, aq “ pF̃y1

˝ ιqpzq “ f̃pzq “ pF̃y2
˝ ιqpzq “ F̃y2

pz, aq,

pp ˝ F̃y1
qpz, tq “ F pz, tq “ pp ˝ F̃y2

qpz, tq for t P ra, bs.

This shows that both paths t ÞÑ F̃y1
pz, tq and t ÞÑ F̃y2

pz, tq are liftings of t ÞÑ F pz, tq with

initial point f̃pzq. By uniqueness of liftings, they must coincide, i.e., F̃y1pz, tq “ F̃y2pz, tq for
all t P ra, bs. q
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4.3 The monodromy theorem

Another consequence of Theorem 4.2.4 is a topological version of the monodromy theorem.

Theorem 4.3.1. Let <X̃, T̃ , p> be a covering of <X, T >, let x0, x1 P X, and let f, g : ra, bs Ñ X
be two FEP-homotopic paths in X which both have initial point x0 and terminal point x1.
Let x̃0 be in the fiber of x0, and let f̃ and g̃ be the liftings of f and g, respectively, with inital
point x̃0. Then f̃ and g̃ have the same terminal point and are FEP-homotopic.

Proof. Let H : ra, bs ˆ r0, 1s be a FEP-homotopy from f to g, i.e., H is continuous with

`

H|ra,bsˆt0u “ f ^ H|ra,bsˆt1u “ g
˘

^
`

H|tauˆr0,1s “ x0 ^ H|tbuˆr0,1s “ x1

˘

To fit notation, we switch variables: set F ps, tq :“ Hpt, sq. Moreover, let f̃ : r0, 1s Ñ X̃ be
the constant function f̃psq :“ x̃0. Theorem 4.2.4 provides us with a diagonal fill-in

r0, 1s X̃

r0, 1s ˆ ra, bs X

f̃

ι p

F

F̃

We switch back the roles of variables: set

H̃pt, sq :“ F̃ ps, tq.

Then we have

H̃pa, sq “ F̃ ps, aq “ pF̃ ˝ ιqpsq “ f̃psq “ x̃0 for s P r0, 1s,

p ˝ H̃pt, 0q “ p ˝ F̃ p0, tq “ F p0, tq “ Hpt, 0q “ fptq for t P ra, bs,

p ˝ H̃pt, 1q “ p ˝ F̃ p1, tq “ F p1, tq “ Hpt, 1q “ gptq for t P ra, bs.

By uniqueness of lifting, it follows that f̃ptq “ H̃pt, 0q and g̃ptq “ H̃pt, 1q for all t P ra, bs.

Let k̃ be the constant path k̃psq :“ f̃pbq, s P r0, 1s. We have

pp ˝ k̃qpsq “ ppf̃pbqq “ ppH̃pb, 0qq “ Hpb, 0q “ x1 “ Hpb, sq for s P r0, 1s,

i.e., k̃ is a lifting of the path h : s ÞÑ Hpb, sq with initial point f̃pbq. Since p ˝ F̃ “ F , also the
path s ÞÑ H̃pb, sq is a lifting of h. It also has initial point H̃pb, 0q “ f̃pbq, and uniqueness of
lifting implies

k̃psq “ H̃pb, sq for s P r0, 1s.

In particular, f̃pbq “ H̃pb, 1q “ g̃pbq. Clearly, now H̃ is a FEP-homotopy from f̃ to g̃. q

Let us give a corollary to illustrate the power of the monodromy theorem. The importance
of this discussion is not in the proven statement, but in the concepts occurring in its proof.
We will meet the arguments made here again later in a more general and systematic context.

Corollary 4.3.2. Let Qpzq “
řn
k“0 akz

n be a polynomial with complex coefficients. If n ě 1
and an ‰ 0, then there exists a point z P C with Qpzq “ 0.
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Proof. For r ą 0 consider the functions

H :

$

’

&

’

%

r0, 2πs ˆ r0, 1s Ñ C

pt, sq ÞÑ anr
neint ` s

n´1
ř

k“0

akr
keikt

K :

#

r0, 2πs ˆ r0, 1s Ñ C

pt, sq ÞÑ Qps ¨ reitq

Then H and K are continuous, and

@t P r0, 2πs. Hpt, 0q “ anr
neint ^ Hpt, 1q “ Qpreitq

@s P r0, 1s. Hp0, sq “ Hp2π, sq

@t P r0, 2πs. Kpt, 0q “ a0 ^ Kpt, 1q “ Qpreitq

@s P r0, 1s. Kp0, sq “ Kp2π, sq

Now choose r such that

r ą max
!

1,
1

|an|

n´1
ÿ

k“0

|ak|
)

.

Then the function H maps into Czt0u, and we can rescale and rotate H in such a way that
the resulting map H̃ maps into S1 and keeps endpoints fixed:

H̃pt, sq :“
Hpt, sq

|Hpt, sq|
¨
|Hp0, sq|

Hp0, sq
for pt, sq P r0, 2πs ˆ r0, 1s.

Clearly, H̃ is continuous.
Assume now that Q has no zeroes. Then the function K maps into Czt0u, and we can

make the same construction:

K̃pt, sq :“
Kpt, sq

|Kpt, sq|
¨
|Kp0, sq|

Kp0, sq
for pt, sq P r0, 2πs ˆ r0, 1s.

Plugging together H̃ and K̃, we obtain a FEP-homotopy between the paths fptq :“ eint and
gptq :“ 1 for t P r0, 2πs.

Consider the covering of S1 given by the space R with covering projection pptq :“ e2πit.
The liftings of f and g with initial point 0 are obviously given as

f̃ptq :“
n

2π
t, g̃ptq :“ 0 for t P r0, 2πs.

By the monodromy theorem the liftings must have the same endpoint, i.e., n “ 0. q

4.4 The lifting criterion

We already saw that coverings are closely connected with fundamental groups. Existence of
lifting of paths and homotopies (the monodromy theorem) plays a crucial role when working
with π1. The following theorem is the lifting criterion.
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Theorem 4.4.1. Let <X, T > be a topological space and <X̃, T̃ , p> be a covering of <X, T >.
Further, let <Y,V> be a pathwise connected topological space and φ : Y Ñ X a continuous
map. Fix a base point y0 P Y , set x0 :“ φpy0q, and fix x̃0 P p

´1ptx0uq.
There exists a lifting φ̃ : Y Ñ X̃ of φ with φ̃py0q “ x̃0 if and only if

π1pφq
`

π1pY, y0q
˘

Ď π1ppq
`

π1pX̃, x̃0q
˘

. (4.5)

Necessity of the stated condition (4.5) is clear: if we have a lifting

X̃

Y X

p
φ̃

φ

then we can apply π1 to obtain

π1pX̃, x̃0q

π1pY, y0q π1pX,x0q

π1ppq
π1pφ̃q

π1pφq

and this diagram immediately implies (4.5).

Proof of sufficiency of (4.5). Assume that (4.5) holds. The idea to construct a lifting is
obtained by reverse engineering: If we already had a lifting, say φ̃ : Y Ñ X̃, then for every
path f in Y the lifting f̃ : r0, 1s Ñ X̃ of the path φ ˝ f : r0, 1s Ñ X is given as φ̃ ˝ f . In
particular, we must have φ̃pfp1qq “ f̃p1q. Since Y is pathwise connected, every point of Y
can be realised as fp1q with suitable f .

À Definition of a map φ̃: For each y P Y zty0u choose a path fy : r0, 1s Ñ Y with initial
point y0 and terminal point y. Such paths exist, remember Corollary 1.7.13. Moreover, we
set fy0

:“ 1y0
. Let f̃y : r0, 1s Ñ X̃ be the lifting of the path φ ˝ fy : r0, 1s Ñ X with initial

point x̃0, and define

φ̃pyq :“ f̃yp1q.

The fact that p ˝ φ̃ “ φ is built in the definition. We have

ppφ̃pyqq “ ppf̃yp1qq “ fyp1q “ y.

Moreover, since the lifting of the constant path 1y0
with initial point x̃0 is 1x̃0

, we have

φ̃py0q “ 1x̃0
p1q “ x̃0.

Á We show independence of the choice of f : Let y P Y be fixed, and let f and g be two
paths in Y which both have initial point y0 and terminal y. Denote by f̃ and g̃ the liftings
of φ ˝ f and φ ˝ g, respectively, with initial point x̃0. Now consider the loop

h :“ f ‚ gÐ P LpY, y0q,
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and let h̃ be the lifting of h with initial point x̃0. We split h̃ into the parts lifting f and g,
and set h̃f ptq :“ h̃p t2 q and h̃gptq :“ h̃p1´ t

2 q. Then h̃f is the lifting of f with initial point x̃0,

i.e., h̃f “ f̃ . The path h̃g is the lifting of g with initial point h̃p1q.

The inclusion (4.5) guarantees existence of a loop d̃ P LpX̃, x̃0q, such that

φ ˝ h « p ˝ d̃.

We view d̃ as lifting of the path p ˝ d̃ with initial point x̃0, and recall that h̃ is the lifting
of φ ˝ h with the same initial point. By the monodromy theorem the terminal points of the
paths d̃ and h̃ coincide, i.e.,

h̃p1q “ d̃p1q “ x̃0.

Returning to the splitting of h̃ in the parts h̃f and h̃g, we now see that h̃g is the lifting of g

with initial point x̃0, i.e., h̃g “ g̃. It follows that

f̃p1q “ h̃f p1q “ h̃
`1

2

˘

“ h̃gp1q “ g̃p1q.

Â We show that φ̃ is continuous: Again fix y P Y . Choose an evenly covered neighbourhood
U Ď X of the point φpyq. Then φ´1pUq is a neighbourhood of y, and hence we find a pathwise
connected neighbourhood V Ď Y of y with φpV q Ď U .

We use the freedom in the choice of the paths for the definition of φ̃, which was established
in the previous step, to show that φ̃pV q is pathwise connected. Given z P V , choose a path
fy,z in Y with initial point y and terminal point z. Denote by f̃y,z the lifing of φ ˝ fy,z with

initial point f̃yp1q. Then fy ‚ fy,z is a path connecting y0 with z, and f̃y ‚ f̃y,z is its lifting

with initial point x̃0. Hence, φ̃pzq “ f̃y,zp1q, and see that f̃y,z is a path connecting φ̃pyq with

φ̃pzq.

Our choice of V , and the fact that p ˝ φ̃ “ φ guarantees that ppφ̃pV qq Ď U , and hence
that

φ̃pV q Ď p´1pUq “
ď

iPI

Si,

where Si are the sheets over U . Since the sheets are open and pairwise disjoint, it follows
that φ̃pV q lies entirely in one single sheet, say φ̃pV q Ď Sj with a particular j P I. Knowing
this, we can write

φ̃pzq “
`

pp|Sj q
´1 ˝ φ

˘

pzq for z P V,

and obtain that φ̃|V is continuous. Since V is a neighbourhood of y, it follows that φ̃ is
continuous at the point y.

q



Chapter 5

The fundamental group

Seeking a classification of topological spaces (up to homeomorphism), one associates algebraic

objects with a topological space which are homeomorphism invariants. We define and study the

fundamental group of a topological space. This is the probably simplest construction of the kind,

yet already yields a powerful invariant.
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5.1 Construction of the fundamental group

A path in a topological space is called a loop, if its initial and terminal points are equal. The
common initial and terminal point is called the base point of the loop. We use the notation
LpX,x0q for the set of all loops defined on the unit interval and based at x0:

LpX,x0q :“
 

f : r0, 1s Ñ X | f continuous, fp0q “ fp1q “ x0

(

.

The fundamental group is the set of all loops with fixed base point and up to FEP-homotopy.

Definition 5.1.1. Let <X, T > be a topological space and x0 P X. Then we define

π1pX,x0q :“ LpX,x0q
L

«
.

The set π1pX,x0q is called the fundamental group of <X, T > with base point x0.

87
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Given a continuous map between two topological spaces, say φ : X Ñ Y , we naturally have
a map between loops with corresponding base points, namely

φ ˝ . :

#

LpX,x0q Ñ LpY, φpx0qq

f ÞÑ φ ˝ f

By Proposition 1.6.8 (iv), we have

f « g ñ φ ˝ f « φ ˝ g

and hence the map φ ˝ . can be pushed to the factors modulo FEP-homotopy.

Definition 5.1.2. If <X, T > and <Y,V> are topological spaces, x0 P X, y0 P Y , and φ : X Ñ Y
is a continuous map with φpx0q “ y0, then we define π1pφq as the unique map with (p denotes
the canonical projection)

LpX,x0q LpY, y0q

π1pX,x0q π1pY, y0q

f ÞÑφ˝f

p p

π1pφq

Written explicitly, this is

“

π1pφq
‰

pf{«q :“ pφ ˝ fq{« for f{« P π1pX,x0q.

Obviously, we have the usual computation rules (whenever the composition is defined and
respects base points)

π1pφ ˝ ψq “ π1pφq ˝ π1pψq, π1pidXq “ idπ1pX,x0q .

We have defined concatenation f ¨g and reversion f´1 of paths as partial operations depending
on the domains and endpoints of the involved paths. Our goal is to push these operations to
π1pX,x0q. Achieving this requires some technical effort.

We use the notation PpX,x0, x1q for the set of paths in X defined on the unit interval
and having initial point x0 and terminal point x1:

PpX,x0, x1q :“
 

f : r0, 1s Ñ X | f continuous, fp0q “ x0, fp1q “ x1

(

.

Note that LpX,x0q “ PpX,x0, x0q.
First, we take care of different domains of paths by introducing suitable reparameterisa-

tions. Set

αptq :“ t´ 1, βptq :“ 2t.

Then we denote

‚ :

#

PpX,x0, x1q ˆPpX,x1, x2q Ñ PpX,x0, x2q

pf, gq ÞÑ
“

f ¨ pg ˝ αq
‰

˝ β

.Ð :

#

PpX,x0, x1q Ñ PpX,x1, x0q

f ÞÑ f´1 ˝ α
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Explicitly, this is

pf ‚ gqptq “

#

fp2tq if t P r0, 1
2 s

gp2t´ 1q if t P r 12 , 1s

fÐptq “ fp1´ tq for t P r0, 1s

Note that, obviously, pfÐqÐ “ f .
Second, we check compatibility with FEP-homotopy. By Proposition 1.6.8 (ii) and (v),

we have

@f1, f2 P PpX,x0, x1q, g1, g2 P PpX,x1, x2q.
`

f1 « f2 ^ g1 « g2 ñ f1 ‚ g1 « f2 ‚ g2

˘

and by Proposition 1.6.8 (iii) and (v),

@f, g P PpX,x0, x1q.
`

f « g ñ fÐ « gÐ
˘

We see that the maps ‚ and .Ð induce operations on equivalence classes of loops.

Definition 5.1.3. Let <X, T > be a topological space and x0 P X. We define operations on
π1pX,x0q as the unique maps with (p denotes the canonical projection)

LpX,x0q ˆLpX,x0q LpX,x0q

π1pX,x0q ˆ π1pX,x0q π1pX,x0q

‚

p p

¨

LpX,x0q LpX,x0q

π1pX,x0q π1pX,x0q

.Ð

p p

.´1

Written explicitly, this is

pf{«q ¨ pg{«q :“ pf ‚ gq{« for f{«, g{« P π1pX,x0q,

pf{«q
´1 :“ pfÐq{« for f{« P π1pX,x0q.

Moreover, we denote by 1 P π1pX,x0q the equivalence class of the constant loop 1x0
: t ÞÑ x0.

Theorem 5.1.4. Let <X, T > be a topological space and x0 P X. Then π1pX,x0q is, with the
operations defined above, a group.

Let <X, T > and <Y,V> be topological spaces and x0 P X, y0 P Y . For every continuous map
φ : X Ñ Y with φpx0q “ y0, the map π1pφq : π1pX,x0q Ñ π1pY, y0q is a group homomorphism.

We prove validity of computation rules for paths rather than loops.

Lemma 5.1.5.

(i) @f P PpX,x0, x1q, g P PpX,x1, x2q, h P PpX,x2, x3q. pf ‚ gq ‚ h „r f ‚ pg ‚ hq

(ii) @f P PpX,x0, x1q. f ‚ 1x1
« 1x0

‚ f « f

(iii) @f P PpX,x0, x1q. f
Ð ‚ f « 1x0

^ f ‚ fÐ « 1x1

Proof.
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À We show associativity: Use Lemma 1.6.4 (i) and (iii), and Proposition 1.6.6 (ii), to compute

pf ‚ gq ‚ h “
“`

f ¨ pg˝αq
˘

˝β
‰

‚ h “
`“`

f ¨ pg˝αq
˘

˝β
‰

¨ ph˝αq
˘

˝β

“
“

pf ˝β˝βq ¨ pg˝α˝β˝βq
‰

¨ ph˝α˝βq “ pf ˝β˝βq ¨
“

pg˝α˝β˝βq ¨ ph˝α˝βq
‰

„r pf ˝βq ¨
“

pg˝β˝α˝βq ¨ ph˝α˝β˝α˝βq
‰

“
`

f ¨
“

pg˝β˝αq ¨ ph˝α˝β˝αq
‰˘

˝β

“
`

f ¨
“`

g ¨ ph˝αq
˘

˝β˝αq
‰˘

˝β “ f ‚
``

g ¨ ph˝αq
˘

˝β
˘

“ f ‚ pg ‚ hq.

Á We show that 1 acts as unit element: Unfolding the definition gives

f ‚ 1x1
“
`

f ¨ p1x0
˝ αq

˘

˝ β “

#

fp2tq if t P r0, 1
2 s

x1 if t P r 12 , 1s

1x0
‚ f “

`

1x0
¨ pf ˝ αq

˘

˝ β “

#

x0 if t P r0, 1
2 s

fp2t´ 1q if t P r 12 , 1s

The maps

H1pt, sq :“

#

f
`

p1` sqt
˘

if t P r0, 1
1`s s, s P r0, 1s

x1 if t P r 1
1`s , 1s, s P r0, 1s

H2pt, sq :“

#

x0 if t P r0, s2 s, s P r0, 1s

f
`

pt´ s
2 q

1
1´ s

2

˘

if t P r s2 , 1s, s P r0, 1s

are well-defined and continuous (by the gluing lemma), and we see that

f « f ‚ 1x1
and f « 1x0

‚ f.

Â We show that .Ð acts as inverse element: Unfolding the definition gives

pf ‚ fÐqptq “

#

fp2tq if t P r0, 1
2 s

fp2´ 2tq if t P r 12 , 1s

The map

Hpt, sq :“

#

fp2stq if t P r0, 1
2 s, s P r0, 1s

fpsp2´ 2tqq if t P r 12 , 1s, s P r0, 1s

is well-defined and continuous, and we see that f ‚ fÐ « 1x0 .

Applying the already proven with fÐ instead of f , yields that fÐ ‚ f « 1x1
.

q

Proof of Theorem 5.1.4. The fact that π1pX,x0q is a group follows immediately from the
lemma. For associativity remember Proposition 1.6.8 (v).

It remains to check that π1pφq is a homomorphism. To this end, let f, g P LpX,x0q be
given. Lemma 1.6.4 (ii) yields

φ ˝ pf ‚ gq “ φ ˝
`

f ¨ pg ˝ αq
˘

˝ β “
`

pφ ˝ fq ¨ pφ ˝ g ˝ αq
˘

˝ β “ pφ ˝ fq ‚ pφ ˝ gq,

and we obtain

π1pφq
`

f{« ¨ g{«
˘

“
“

φ ˝ pf ‚ gq
‰

{« “
“

pφ ˝ fq ‚ pφ ˝ gq
‰

{« “ pφ ˝ fq{« ¨ pφ ˝ gq{«.

q
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As a corollary we obtain that π1pX,x0q is a homeomorphism invariant.

Corollary 5.1.6. Let <X, T > and <Y,V> be topological space, and x0 P X, y0 P Y . If
φ : X Ñ Y is a homeomorphism with φpx0q “ y0, then π1pφq : π1pX,x0q Ñ π1pY, y0q is an
isomorphism.

Proof. We have φ´1 ˝ φ “ idX and φ ˝ φ´1 “ idY , and hence

π1pφ
´1q ˝ π1pφq “ π1pidXq “ idπ1pX,x0q, π1pφq ˝ π1pφ

´1q “ π1pidY q “ idπ1pY,y0q,

and hence π1pφq is an isomorphism with inverse π1pφ
´1q. q

It is often a difficult task to compute the fundamental group of a given space, even for spaces
as simple as a circle. However, one class of spaces whose fundamental group is trivial can
easily be given.

Example 5.1.7. Let <Z, T > be a topological vector space, X a convex subset of Z, and x0 P X.
Then πpX,x0q “ t1u.

To see this, let f P LpX,x0q. The function

Hpt, sq :“ p1´ sqfptq ` sx0 for t, s P r0, 1s

is continuous and maps into X by convexity. Clearly, it is a FEP-homotopy from f to the
constant path 1x0

.

Remark 5.1.8. While the fundamental group is a powerful homeomorphism invariant of a
topological space, it is far to weak to classify topological spaces up to homeomorphism.

We just saw that every convex subset of a topological vector space has trivial fundamental
group. Thus, for example, π1pr´1, 1s, 0q “ π1pt0u, 0q. However, the interval and the singleton
space cannot be homeomorphic.

5.2 The fundamental group of the circle

In this section we compute the fundamental group of the unit circle in the plane (for practical
reasons, we identify R2 with the complex numbers C)

S1 :“
 

z P C | |z| “ 1
(

.

Geometric intuition suggests that up to deformations a loop in S1 should correspond to the
number of times it winds around the origin. The proof that this intuition is indeed correct
relies on the machinery of covering spaces.

Theorem 5.2.1. π1pS
1, 1q – Z

Proof. The map

fn :

#

r0, 1s Ñ S1

t ÞÑ e2πint

is a loop in S1 with base point 1. We define our candidate for the required isomorphism as

Φ:

#

Z Ñ π1pS
1q

n ÞÑ fn{«
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We are going to analyse this map making use of the covering exhibited in Example 4.1.10.
Recall that it is given by the space R and the covering projection pptq :“ e2πit.

The lifting of the path fn with initial point 0 is the path

f̃n :

#

r0, 1s Ñ R
t ÞÑ nt

À We show that Φ is injective: Let n,m P Z, and assume that fn « fm. By the monodromy
theorem, we have n “ f̃np1q “ f̃mp1q “ m.

Á We show that Φ is surjective: Let g P LpS1, 1q be given, and let g̃ : r0, 1s Ñ R be the
lifting of g with initial point 0. Then

e2πig̃p1q “ pp ˝ g̃qp1q “ gp1q “ 1,

and hence g̃p1q P Z. Set n :“ g̃p1q. The paths g̃ and f̃n have the same initial and terminal
points. The map Hpt, sq :“ p1 ´ sqg̃ptq ` sf̃nptq is a FEP-homotopy from g̃ to f̃n, and thus
therefore g̃ « f̃n. It follows that

g “ p ˝ g̃ « p ˝ f̃g̃p1q “ fg̃p1q.

Â We show that Φ is a group homomorphism: Let n,m P Z be given. The lifting of fn with

initial point m is given as f̃
pmq
n ptq :“ m ` nt. The lifting of fm ‚ fn with initial point 0 is

thus equal to g̃ :“ f̃m ‚ f̃
pmq
n . This is a path with initial point 0 and terminal point m ` n,

and thus g̃ « f̃m`n. Applying the covering projection, it follows that fm ‚ fn « fm`n.

q

To demonstrate a typical way how the fundamental group can be applied, we deduce
Brouwer’s fixed point theorem in dimension 2.

Let Bn be the n-ball (here }.} denotes the euclidean norm)

Bn :“
 

x P Rn | }x} ď 1
(

.

Corollary 5.2.2. Every continuous map φ : B2 Ñ B2 has a fixed point.

We start from the usual lemma (for completeness we provide its proof).

Lemma 5.2.3. Assume that φ : B2 Ñ B2 is continuous and has no fixed point. Then there
exists a continuous map r : B2 Ñ S1 with r|S1 “ idS1 .

Proof. Let x P B2 and consider the equation

}p1´ λqx` λφpxq}2 “ 1 where λ P R. (5.1)

The left side is a quadratic polynomial in λ, in fact,

P pλq :“ }p1´ λqx` λφpxq}2 “ λ2}φpxq ´ x}2 ` λ
`

´ 2}x}2 ` 2 Repx, φpxqq
˘

` }x}2.

We have P p0q “ }x}2 ď 1 and lim|λ|Ñ8 P pλq “ `8. Thus the equation (5.1) has one solution
λ´x P p´8, 0s and one λ`x P r0,8q. These two solutions coincide if and only if }x} “ 1 (in
which case 0 is the only solution of (5.1)). By the quadratic formula, we have

λ´x “
1

2}φpxq´x}2

„

`

2}x}2´2 Repx, φpxqq
˘

´

b

`

2}x}2´2 Repx, φpxqq
˘2
´4}φpxq´x}2}x}2
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and we see that λ´x depends continuously on x.
The map defined by

rpxq :“ p1´ λxqx` λxφpxq for x P B2

is thus continuous, and maps B2 into S1 with rpxq “ x if }x} “ 1. q

Proof of Corollary 5.2.2. Assume φ : B2 Ñ B2 is continuous and has no fixed point. Choose a
continuous function r : B2 Ñ S1 with r|S1 “ idS1 as in the lemma, and denote by ι : S1 Ñ B2

be the set-theoretic inclusion map. We have

B2

S1 S1

rι

id

and hence

π1pB
2q

π1pS
1q π1pS

1q

π1prq
π1pιq

id

We see that π1prq is surjective, which contradicts the fact that π1pB
2q “ t1u by convexity

and π1pS
1q – Z by Theorem 5.2.1. q

Remark 5.2.4. To prove Brouwer’s fixed point theorem in arbitrary dimension would require
machinery suitable to deal with higher dimensions: π1 captures 1-dimensional loops.

Still, the method presented above may be thought of as one of the “intrinsically right”
approaches. Another common method, working with the simplex instead of the ball and using
Sperner’s lemma, also exhibits an important method and is a “right” approach. However, it
goes towards homology theory and thus rather belongs to algebraic topology.

The result certainly has nothing to do with differentiability. The proof given in many
analysis books, using differentiable approximations and the Jacobian, completely misses the
point.

5.3 Some properties of π1

The group π1pX,x0q in general depends on the base point x0, but this dependency is easily
understood.

Lemma 5.3.1. Let <X, T > be a topological space and let h : r0, 1s Ñ X be a path. Then

π1pX,hp0qq – π1pX,hp1qq.

Proof. We have the map

φh :

#

LpX,hp0qq Ñ LpX,hp1qq

f ÞÑ hÐ ‚ f ‚ h

Let f, g P LpX,x0q. If f « g, then also φhpfq « φhpgq. We define Φh as the unique map
with (p is the canoncial projection)

LpX,hp0qq LpX,hp1qq

π1pX,x0q π1pX,x1q

φh

p p

Φh
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We have

phÐ ‚ f ‚ hq ‚ phÐ ‚ g ‚ hq « hÐ ‚ f ‚ ph ‚ hÐq ‚ g ‚ h « hÐ ‚ pf ‚ gq ‚ h,

h ‚ phÐ ‚ f ‚ hq ‚ hÐ « f, hÐ ‚ ph ‚ f ‚ hÐq ‚ h « f.

The first relation implies that Φhpf{« ¨ g{«q “ Φhpf{«q ¨ Φhpg{«q, and the second that
ΦhÐ ˝ Φh “ idπ1pX,x0q and Φh ˝ ΦhÐ “ idπ1pX,x1q. q

In view of Lemma 5.3.1 it is justified to drop the base point and speak of the fundamental
group π1pXq whenever <X, T > is pathwise connected.

It is intuitively expected, and also easily proven, that one may restrict attention to path-
wise connected spaces when dealing with fundamental groups.

Lemma 5.3.2. Let <X, T > be a topological space, x0 P X, and let C be the path-component
of X with x0 P C. Then

π1pX,x0q – π1pC, x0q.

Proof. Let ι : C Ñ X be the inclusion map. Then we have the homomorphism

π1pιq : π1pC, x0q Ñ π1pX,x0q.

The image of a loop is a connected subset of X, and hence every loop in X with base point
in C must lie entirely in C. Thus π1pιq is surjective. The image of a FEP-homotopy in X is a
connected subset of X, and hence every FEP-homotopy in X between loops in X with base
point in C must map entirely into C. Thus each two loops with a base point in C which are
FEP-homotopic in X are also FEP-homotopic in C, and it follows that π1pιq is injective. q

Let us introduce a name for spaces with trivial fundamental group. The geometric intuition
is that these are spaces which have no holes: every loop can be continuously deformed into
a single point.

Definition 5.3.3. A topological space <X, T > is called simply connected , if it is pathwise
connected and π1pXq “ t1u.

An equivalent formulation of this definition which is often practical reads as follows.

Lemma 5.3.4. Let <X, T > be a pathwise connected topological space. Then π1pXq “ t1u,
if and only if each two paths having the same initial point and the same terminal point are
FEP-homotopic.

Proof. To prove the forward implication, let x0, x1 P X and f, g P PpX,x0, x1q. Then f ‚ gÐ

is a loop in X with base point x0, and hence we find a FEP-homotopy H from f ‚ gÐ to the
constant path at x0. Explicitly, we have

Hpt, 0q “ fp2tq for t P r0,
1

2
s, Hpt, 0q “ gp2p1´ tqq for t P r

1

2
, 1s,

Hpt, 1q “ Hp0, sq “ Hp1, sq “ x0 for t, s P r0, 1s.

We define a map K : r0, 1s ˆ r0, 1s Ñ X as

Kpt, sq :“

$

’

’

’

&

’

’

’

%

Hpt, 2sq if pt, sq P r0, 1
2 s ˆ r0,

1
2 s

Hp 1
2 , 4p1´ tqsq if pt, sq P r 12 , 1s ˆ r0,

1
2 s

Hp1´ t, 2p1´ sqq if pt, sq P r0, 1
2 s ˆ r

1
2 , 1s

Hp 1
2 , 4p1´ tqp1´ sqq if pt, sq P r 12 , 1s ˆ r

1
2 , 1s
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Inspecting this definition and remembering the above stated properties of H shows that K
is well-defined, hence continuous by the gluing lemma, and satisfies

Hp., 0q “ f ‚ 1x1
, Hp., 1q “ g ‚ 1x1

, Hp0, .q “ x0, Hp1, .q “ x1.

Since f ‚ 1x1
« f and g ‚ 1x1

« g, it follows that f « g.
For the backward implication it is enough to note that f has the same initial and terminal

point as 1x0
. q

The argument in Example 5.1.7 which led to the fact that convex sets are simply connected
deserves a more systematic treatment.

Definition 5.3.5. Let <X, T > be a topological space.

(i) A subset Y of X is called a retract of X, if there exists a continuous map r : X Ñ Y
(here Y is endowed with the subspace topology T |Y ) with r|Y “ idY . Each map r with
this property is called a retraction.

(ii) A subset Y of X is called a deformation retract , if there exists a continuous map
H : X ˆ r0, 1s Ñ X with

@x P X. Hpx, 0q “ x, HpX ˆ t1uq Ď Y, @y P Y, s P r0, 1s. Hpy, sq “ y. (5.2)

One should think of the map H in (ii) as a deformation of the identity (which is x ÞÑ Hpx, 0q)
to a retraction (namely, x ÞÑ Hpx, 1q). In particular, if Y is a deformation retract of X, it is
also a retract of X.

Proposition 5.3.6. Let <X, T > be a topological space, Y Ď X, y0 P Y , and denote by
ι : Y Ñ X the inclusion map.

(i) If Y is a retract of X and r : X Ñ Y is a retraction, then π1pιq : π1pY, y0q Ñ π1pX, y0q

is injective with left-inverse π1prq.

(ii) If Y is a deformation retract of X, then π1pιq : π1pY, y0q Ñ π1pX, y0q is bijective with
inverse π1prq (where r is a retraction given by a deformation H).

Proof. Assume that r : X Ñ Y is a retraction. Then r ˝ ι “ idY , and rpy0q “ y0, ιpy0q “ y0.
Hence, π1prq ˝ π1pιq “ idπ1pY,y0q.

Assume now that Y is a deformation retract of X, choose a map H as in Defini-
tion 5.3.5 (ii), and let r : X Ñ Y be the retraction rpxq :“ Hpx, 1q. Let f P LpX, y0q.
Then the map

K :

#

r0, 1s ˆ r0, 1s Ñ X

pt, sq ÞÑ Hpfptq, sq

is a FEP-homotopy from f to ι ˝ r ˝ f . Thus π1pιq ˝ π1prq “ idπ1pX,y0q. q

Example 5.3.7. Let 0 ă r ă 1 ă R ă 8, and consider the annulus

Tr,R :“ tz P C | r ă |z| ă Ru.
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The unit circle S1 is a subset of Tr,R. The function

Hpz, sq :“
z

1` sp|z| ´ 1q
for z P Tr,R, s P r0, 1s

maps Tr,R ˆ r0, 1s continuously into Tr,R and satisfies all properties (5.2). Hence, S1 is a
deformation retract of Tr,R, and we conclude that π1pTr,Rq “ Z.

Definition 5.3.8. A topological space <X, T > is called contractible, if there exists a point
x0 P X such that tx0u is a deformation retract of X.

Writing out the condition for X being contractible gives:

Dx0 P X DH : X ˆ r0, 1s Ñ X continuous.

Hp., 0q “ idX ^Hp., 1q “ x0 ^ Hpx0, .q “ x0 (5.3)

Corollary 5.3.9. If <X, T > is contractible, then X is pathwise connected and π1pXq “ t1u.

Proof. Any point x P X can be connected with x0 with the path s ÞÑ Hpx, sq, and by
Proposition 5.3.6 (ii) we have π1pXq – π1ptx0uq “ t1u. q

Example 5.3.10. Consider a slit annulus

Tr,Rzp´8, 0s “ tρeiθ P C | r ă ρ ă R, θ P p´π, πqu.

The function

Hpρeiθ, sq :“
ρ

1` p1´ sqpρ´ 1q
eiθp1´sq for ρ P pr,Rq, θ P p´π, πq, s P r0, 1s

maps pTr,Rzp´8, 0sq ˆ r0, 1s continuously into Tr,Rzp´8, 0s and satisfies the properties
(5.3) with the point x0 :“ 1. Hence, Tr,Rzp´8, 0s is contractible, and we conclude that
π1pTr,Rzp´8, 0sq “ t1u.

5.4 Products and unions

The fundamental group of a product of spaces can be determined from the fundamental
groups of the single spaces in a straightforward way.

Proposition 5.4.1. Let <Xi, Ti>, i P I, be a family of nonempty topological spaces, and
consider the product X :“

ś

iPI Xi endowed with the product topology. Moreover, let zi P Xi

for each i P I, and set z :“ pziqiPI . Then

π1pX, zq –
ź

iPI

π1pXi, ziq.

Proof. Denote by pi : X Ñ Xi the canonical projections. Then we have the homomorphisms
π1ppiq : π1pX, zq Ñ π1pXi, ziq, and can consider their product map

φ :“
ź

iPI

π1ppiq : π1pX, zq Ñ
ź

iPI

π1pXi, ziq.
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We are going to show that φ is bijective by constructing an inverse.
For loops fi P LpXi, ziq, we can consider the product map f :“

ś

iPI fi P LpX, zq.
Assume that gi P LpXi, ziq are FEP-homotopic to fi, and let Hi : r0, 1s ˆ r0, 1s Ñ Xi be a
FEP-homotopy from fi to gi. Then the product map

H :“
ź

iPI

Hi : r0, 1s ˆ r0, 1s Ñ X

is a FEP-homotopy from f to g :“
ś

iPI gi. Thus a map ψ :
ś

iPI π1pXi, ziq Ñ π1pX, zq is
well-defined by setting

ψ
`

pfi{«qiPI
˘

:“
´

ź

iPI

fi

¯

L

«
. (5.4)

We have

pφ ˝ ψq
`

pfi{«qiPI
˘

“φ
”´

ź

iPI

fi

¯

L

«

ı

“

´

ź

jPI

π1ppjq
¯”´

ź

iPI

fi

¯

L

«

ı

“

´

π1ppjq
”´

ź

iPI

fi

¯

L

«

ı¯

jPI
“

´´

pj ˝
ź

iPI

fi

¯

L

«

¯

jPI
“ pfj{«qjPI ,

and

pψ ˝ φqpf{«q “ ψ
”´

ź

iPI

π1ppiq
¯

pf{«q
ı

“ ψ
”

`

ppi ˝ fq{«
˘

iPI

ı

“

´

ź

iPI

ppi ˝ fq
¯

L

«
“ f{«.

q

As an example, let us compute the fundamental group of a torus.

Example 5.4.2. The torus T is the product T :“ S1 ˆ S1. It can be embedded homeomor-
phically into R3: fix 0 ă r ă R ă 8, and set

Φ
`

eiα, eiβ
˘

:“

¨

˝

pR` r cosαq cosβ
pR` r cosαq sinβ

r sinα

˛

‚

This gives the well-known image of a doughnut.
From the above proposition, we obtain that π1pT q “ Zˆ Z.

Also the fundamental group of a union of spaces can be determined from the fundamental
groups of the single spaces (under some additional hypothesis). This is a much deeper
construction, and we will return to it later. In this place, let us only observe that the group
of a union cannot be too large.

Proposition 5.4.3. Let <X, T > be a topological space and let tUi | i P Iu be an open cover of
X. Assume that

(i)
č

iPI

Ui ‰ H

(ii) @i, j P I. Ui X Uj pathwise connected

Moreover, denote for each i P I by ιi : Ui Ñ X the set-theoretic inclusion map. Then X is
pathwise connected and the group π1pXq is generated by

Ť

iPI π1pιiqpπ1pUiqq.
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Proof. The condition (ii) implies in particular that each set Ui is pathwise connected. Re-
membering Theorem 1.7.8 (iii), we obtain that X is pathwise connected.

Throughout the following fix a point x0 P
Ş

iPI Ui, and use this point as base point for
computing fundamental groups.

Let f P LpX,x0q. The family tf´1pUiq | i P Iu is an open cover of r0, 1s. Choose a
Lebesgue number ε ą 0 for this cover. Next, choose n P N with 1

n ă ε, and consider the
partition

tk :“ k ¨
1

n
for k “ 0, . . . , n.

Finally, choose ik P I for k P t1, . . . , nu, such that rtk´1, tks Ď f´1pUikq.
Since Uik´1

X Uik is pathwise connected and contains the point x0, we find a path gk in
Uik´1

XUik with initial point x0 and terminal point fptkq. Let αk be the affine map of r0, 1s
onto rtk´1, tks, and consider the paths fk : r0, 1s Ñ X defined as

fk :“

$

’

&

’

%

pf |r0,t1s ˝ α1q ‚ g
Ð
1 if k “ 1

gk´1 ‚ pf |rtk´1,tks ˝ αkq ‚ g
Ð
k if k “ 2, . . . , n´ 1

gn´1 ‚ pf |rtn´1,tns ˝ αnq if k “ n

We can represent f modulo FEP-homotopy as the product

f1 ‚ . . . ‚ fn “
`

pf |r0,t1s ˝ α1q ‚ g
´1
1

˘

‚
`

g1 ‚ pf |rt1,t2s ˝ α2q ‚ g
´1
2

˘

‚ . . .

. . . ‚
`

gn´2 ‚ pf |rtn´2,tn´1s ˝ αn´1q ‚ g
´1
n´1

˘

‚
`

gn´1 ‚ pf |rtn´1,tns ˝ αnq
˘

«pf |r0,t1s ˝ α1q ‚
`

g´1
1 ‚ g1

˘

‚ pf |rt1,t2s ˝ α2q ‚
`

g´1
2 ‚ g2

˘

‚ . . .

. . . ‚ pf |rtn´2,tn´1s ˝ αn´1q ‚
`

g´1
n´1 ‚ gn´1

˘

‚ pf |rtn´1,tns ˝ αnq

« pf |r0,t1s ˝ α1q ‚ pf |rt1,t2s ˝ α2q ‚ . . .

. . . ‚ pf |rtn´2,tn´1s ˝ αn´1q ‚ pf |rtn´1,tns ˝ αnq « f

Clearly, fk is a loop with base point x0, and hence we have in π1pX,x0q

f{« “ f1{« ¨ . . . ¨ fn{«.

The loop fk lies entirely in Uik , i.e., can be considered as an element of LpUik , x0q. Strictly
speaking, the codomain restriction of fk to a map f̃k : r0, 1s Ñ Uik belongs to LpUik , x0q.
Clearly, fk “ rπ1pιkqspf̃kq, and we see that f{« lies in the subgroup generated by

n
ď

k“1

π1pιkq
`

π1pUik , x0q
˘

.

q

As an example let us compute the fundamental group of a sphere with dimension at least 2.

Example 5.4.4. Let n ě 2. The n-sphere Sn is simply connected.
Write the sphere as union of the two subsets obtained by removing the north pole and

south pole, respectively. Using spherical coordinates (see, e.g., Remark 4.1.6) we can write

U1 :“ Snztp0, . . . , 0, 1qu “ Φ
`

r0, 2πsn´1 ˆ p0, πs
˘

U2 :“ Snztp0, . . . , 0,´1qu “ Φ
`

r0, 2πsn´1 ˆ r0, πq
˘

.
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Then

U1 X U2 “ Snztp0, . . . , 0, 1q, p0, . . . , 0,´1qu “ Φ
`

r0, 2πsn´1 ˆ p0, πq
˘

.

We see that U1, U2 and U1 X U2 are pathwise connected.
By means of the stereographic projection (taking as projection center the north- or south

pole), U1 and U2 are homeomorphic to Rn. Thus π1pU1q “ π1pU2q “ t1u. Proposition 5.4.3
applies and yields that π1pS

nq “ t1u.

5.5 The fundamental group of the projective space

The n-dimensional projective space Pn over the field of real numbers can be identified bijec-
tively with a factor of the n-sphere. Namely, let „Ď Sn ˆ Sn be the equivalence relation

x „ y :ô px “ y _ x “ ´yq

Then Pn – Sn{„. Tacitly making this identification, we can topologise Pn with the final
topology inherited from Sn via the canonical projection pn : Sn Ñ Sn{„. In this way, Pn
becomes a compact space which is pathwise connected. It is also Hausdorff, since the relation
„ is closed in the product topology.

Theorem 5.5.1.

π1pPnq –

$

&

%

Z if n “ 1

Z
L

2Z if n ě 2

The proof of this theorem exhibits an important general idea. Namely, that the fundamental
group is related to the fibers of a covering.

Proof. To establish the assertion for “n “ 1”, we show that S1{„ is homeomorphic to S1.
Thereby, we again think of S1 as a subset of C. Let ψ : S1 Ñ S1 be the map ψpzq :“ z2.
Clearly, ψ is continuous and surjective. We have

z „ w ô ψpzq “ ψpwq

Thus there is a bijection ψ̃ : S1{„ Ñ S1 with

S1 S1

S1{„

ψ

p1

ψ̃

Since S1{„ is endowed with the final topology, ψ̃ is continuous. Since S1{„ is compact and
S1 is Hausdorff, ψ̃ is a homeomorphism.

To treat the case “n ě 2” we are going to analyse the fundamental group π1pS
n{„q using

the covering from Proposition 4.1.8. Recall that this covering is given by the space Sn and
covering projection pn.

To start with, let us fix notation. Set x0 :“ p1, 0, . . . , 0q{„ P S
n{„, which will be used as

base point, and set x̃0 :“ p1, 0, . . . , 0q. For a loop f P LpSn{„, x0q denote by f̃ the lifting of
f with initial point x̃0.
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Now we use that the covering pn : Sn Ñ Sn{„ is 2-fold. For every loop f P LpSn{„, x0q

the terminal point of a lifting f̃ belongs to the two-element set tx̃0,´x̃0u. Now we use that
Sn is simply connected. If f, g P LpSn{„, x0q with f̃p1q “ g̃p1q, then f̃ « g̃ and hence f « g.
We conclude that π1pS

n{„q has at most two elements.
Let 1x0

be the constant path at x0. Its lifting 1̃x0
clearly is the constant path at x̃0. If

f is a loop with f « 1x0
, then by the monodromy theorem f̃p1q “ x̃0. In order to show that

π1pS
n{„q ‰ t1u, it is thus sufficient to find one loop f with f̃p1q ‰ x̃0.

Consider the path f̃ : r0, 1s Ñ Sn given as

f̃ptq :“
`

cospπtq, sinpπtq, 0, . . . , 0
˘

for t P r0, 1s. (5.5)

Then f̃p0q “ x̃0 and f̃p1q “ ´x̃0. Pushing f̃ to Sn{„ gives a loop with base point x0

fptq :“ ppn ˝ f̃qptq “
`

cospπtq, sinpπtq, 0, . . . , 0
˘

{„ for t P r0, 1s.

By definition f̃ is the lifting of f .
To conclude the proof, note that up to isomorphism there is only one group with two

elements, namely Z{2Z. q

We demonstrate another typical way to apply knowledge about the fundamental group, and
deduce the Borsuk-Ulam theorem (again, proving the result also in higher dimensions would
require more machinery).

Corollary 5.5.2. Let n ě 2. Then there exists no continuous map φ : Sn Ñ S1 with
φp´xq “ ´φpxq for all x P Sn.

Proof. Let φ : Sn Ñ S1 be continuous and assume towards a contradiction that φp´xq “
´φpxq for all x P Sn. This implies

@x, y P Sn. x „ y ñ φpxq „ φpyq

Hence, there exists a map ψ : Sn{„ Ñ S1{„ with

Sn S1

Sn{„ S1{„

φ

pn p1

ψ

Since Sn{„ carries the final topology, ψ is continuous. We thus have the homomorphism

π1pψq : π1pS
n{„q – Z

L

2Z Ñ π1pS
1q – Z

Since Z contains no elements of order 2, we must have rπ1pψqspf{«q “ 1 for all f{« P

π1pS
n{„q.

Consider the path f̃ from (5.5). Then

pφ ˝ f̃qp0q “ φpx̃0q, pφ ˝ f̃qp1q “ φp´x̃0q “ ´φpx̃0q.

Pushing φ ˝ f̃ to a path in S1{„ gives a loop g :“ p1 ˝ pφ ˝ f̃q. By the monodromy theorem,
g ff 1. Pushing f̃ to a path in Sn{„, gives a loop f :“ pn ˝ f̃ . We have

rπ1pψqspf{«q “ rψ ˝ ppn ˝ f̃qs{« “ rpp1 ˝ φq ˝ f̃ s{« “ g{« ‰ 1,

and have reached a contradiction. q
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5.6 The Seifert–van Kampen theorem

We saw in Proposition 5.4.3 that (under some hypothesis) the fundamental group of a union
Ť

iPI Ui is generated by the union of the fundamental groups of the single spaces Ui. The
Seifert–van Kampen theorem determines the redundancies in this generating system. In fact,
it says that only the minimal relations between the elements of π1pUiq hold when considered
as elements of π1pXq: Let f be a loop in some intersection Ui XUj . Then we can consider f
as a path in Ui and then as a path in X, or consider f as a path in Uj and then as a path
in X. Of course, proceeding either way will result in the same element of π1pXq.

Theorem 5.6.1. Let <X, T > be a topological space and let tUi | i P Iu be an open cover of X.
Assume that

(i)
č

iPI

Ui ‰ H

(ii) @i, j, k P I. Ui X Uj X Uk pathwise connected

Moreover, let ιi : Ui Ñ X and ιij : Ui X Uj Ñ Uj be the set-theoretic inclusion maps. We fix
a base point x0 in

Ş

iPI Ui, and denote equivalence classes of loops in the respective spaces as
rf si P π1pUiq, rf sij P π1pUi X Ujq, or rf sX P π1pXq.

Let N be the smallest normal subgroup of the free product IiPIπ1pUiq containing (γi is
the embedding of π1pUiq into IiPIπ1pUiq)

!

`

γj ˝ π1pιijq
˘

prf sijq ¨
`

γi ˝ π1pιjiq
˘

prf sjiq
´1

ˇ

ˇ i, j P I, i ‰ j, f P LpUi X Uj , x0q

)

(5.6)

Then

π1pXq – I
iPI
π1pUiq

L

N.

We come to the proof of this result. Throughout the following, let data be given as in the
formulation of the theorem.

Let Φ: IiPIπ1pUiq Ñ π1pXq be the homomorphism given by the universal property of
the free product for <π1pXq, pπ1pιiqqiPI>.

...

π1pUiq
... I

iPI
π1pUiq π1pXq

π1pUjq
...

γi

π1pιiq

Φ

γj

π1pιjq

(5.7)

Proposition 5.4.3 implies that Φ is surjective. Theorem 5.6.1 will be proven, if we show that
the kernel of Φ is N .

The inclusion “N Ď ker Φ” is clear: we have ιi ˝ ιji “ ιj ˝ ιij , since both are just the
inclusion of Ui X Uj in X, and rf sij “ rf sji since both are classes w.r.t. FEP-homotopy in
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Ui X Uj . Thus

Φ
`

pγj ˝ π1pιijqqprf sijq
˘

“
`

Φ ˝ γj ˝ π1pιijq
˘

prf sijq “
`

π1pιjq ˝ π1pιijq
˘

prf sijq

“
`

π1pιj ˝ ιijq
˘

prf sijq “
`

π1pιi ˝ ιjiq
˘

prf sjiq

“
`

π1pιiq ˝ π1pιjiq
˘

prf sjiq “
`

Φ ˝ γi ˝ π1pιjiq
˘

prf sjiq

“Φ
`

pγi ˝ π1pιjiqqprf sjiq
˘

To prove the reverse inclusion, we work with the concrete form of the free product given in
the proof of Theorem 1.8.1

π1pUiq A˚ π1pXq

A˚{Θ pA˚{Θq{N

δi

γi

π1pιiq

Φ0

π
Φ

π1

Φ1

Set Γ :“ kerpπ1 ˝ πq. Since π is surjective, we have (Γ and ker Φ0 are relations)

ker Φ Ď N ô ker Φ0 Ď Γ.

We are going to show that the inclusion on the right holds. Written out explicitly, this
means that for all loops fi P LpUλi , x0q, i “ 1, . . . , n, and gj P LpUκj , x0q, j “ 1, . . . ,m, the
implication

f1 ‚ . . . ‚ fn «X g1 ‚ . . . ‚ gm ñ rf1sλ1
rf2sλ2

¨ ¨ ¨ rfnsλn Γ rg1sκ1
rg2sκ2

¨ ¨ ¨ rgmsκm (5.8)

holds.
We start with a particular case.

Lemma 5.6.2. Let a, b P R, a ă b, and s0, s1 P R, s0 ă s1, and a “ t0 ă t1 ă . . . ă tN “ b.
Let H : ra, bs ˆ rs0, s1s Ñ X be a continuous function with

@s P rs0, s1s. Hpa, sq “ Hpb, sq “ x0

and assume that we have αp1q, . . . , αpNq P I with

@k P t1, . . . , Nu. H
`

rtk´1, tks ˆ rs0, s1s
˘

Ď Uαpkq

Further, assume that for each pk, lq P t1, . . . , N ´ 1u ˆ t0, 1u we have a path bk,l in Uαpkq X
Uαpk`1q with initial point x0 and terminal point Hptk, slq. For pk, lq P t0, Nu ˆ t0, 1u let bk,l
be the constant path at x0. Denote by ck,l the loop

ck,l :“ bk´1,l ‚Hp., slq|rtk´1,tks ‚ b
Ð
k,l P LpUαpkq, x0q for pk, lq P t1, . . . , Nu ˆ t0, 1u.

Then

rc1,0sαp1qrc2,0sαp2q ¨ ¨ ¨ rcN,0sαpNq Γ rc1,1sαp1qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq

Proof. For k P t1, . . . , N ´ 1u set

dk :“ bk,0 ‚Hptk, .q ‚ b
Ð
k,1,
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and let d0 and dN be the constant path at x0. Note that dk lies entirely in Uαpkq X Uαpk`1q.
Moreover, note that ck,l lies in Uαpkq.

The rectangle rtk´1, tks ˆ rs0, s1s is convex, and hence each two paths in this rectan-
gle which have the same initial points and the same terminal points are FEP-homotopic.
Applying the continuous function H, shows that the paths dk´1 ‚ ck,1 and ck,0 ‚ dk are
FEP-homotopic in Uαpkq:

dk´1 ‚ ck,1 “
`

bk´1,0 ‚Hptk´1, .q ‚ b
Ð
k´1,1

˘

‚
`

bk´1,1 ‚Hp., s1q|rtk´1,tks ‚ b
Ð
k,1

˘

«αpkq bk´1,0 ‚Hptk´1, .q ‚
`

bÐk´1,1 ‚ bk´1,1

˘

‚Hp., s1q|rtk´1,tks ‚ b
Ð
k,1

«αpkq bk´1,0 ‚
`

Hptk´1, .q ‚Hp., s1q|rtk´1,tks

˘

‚ bÐk,1

«αpkq bk´1,0 ‚
`

Hp., s0q|rtk´1,tks ‚Hptk, .q
˘

‚ bÐk,1 «αpkq ck,0 ‚ dk

We obtain

rc1,1sαp1q rc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq Θ rd0sαp1qrc1,1sαp1qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq

Θ rd0 ‚ c1,1sαp1qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq “ rc1,0 ‚ d1sαp1qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq

Θ rc1,0sαp1qrd1sαp1qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq Γ rc1,0sαp1qrd1sαp2qrc2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq

Θ rc1,0sαp1qrd1 ‚ c2,1sαp2q ¨ ¨ ¨ rcN,1sαpNq “ rc1,0sαp1qrc2,0 ‚ d2sαp2q ¨ ¨ ¨ rcN,1sαpNq

¨ ¨ ¨

Θ rc1,0sαp1qrc2,0sαp2q ¨ ¨ ¨ rcN,0sαpNqrdN sαpNq Θ rc1,0sαp1qrc2,0sαp2q ¨ ¨ ¨ rcN,0sαpNq

q

Now let loops fi P LpUλi , x0q, i “ 1, . . . , n, and gj P LpUκj , x0q, j “ 1, . . . ,m, be given, and
assume that

f1 ‚ . . . ‚ fn «X g1 ‚ . . . ‚ gm.

Let H : ra, bs ˆ r0, 1s Ñ X be a FEP-homotopy from f1 ‚ . . . ‚ fn to g1 ‚ . . . ‚ gm.

À We construct a tiling of ra, bsˆ r0, 1s: The family tH´1pUiq | i P Iu is an open cover of the
rectangle ra, bsˆr0, 1s. Let ε ą 0 be a Lebesgue number for this cover. Now choose partitions

a “ t0 ă t1 ă . . . ă tN “ b and 0 “ s0 ă s1 ă . . . ă sM “ 1

such that

(i) max
 

ptk ´ tk´1q
2 ` psl ´ sl´1q

2 | k “ 1, . . . , N, l “ 1, . . . ,M
(

ă ε2

(ii) The switching points between the paths fi and gj in their respective products appear
among the tk.

We denote indices corresponding to switching points as

a “ φ0 ă φ1 ă . . . ă φn “ b and a “ ψ0 ă ψ1 ă . . . ă ψm “ b,

so that the part of f1 ‚ . . .‚fn coming from fi is Hp., 0q|rtφi´1
,tφi s

, and the part of g1 ‚ . . .‚gm
coming from gj is Hp., 1q|rtψj´1

,tψj s
.

Now we have the tiling given by the rectangles

Rk,l :“ rtk´1, tks ˆ rsl´1, sls where k P t1, . . . , Nu, l P t1, . . . ,Mu.
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The nodes of the lattice formed by the boundaries of these rectangles are denoted as

vk,l :“ ptk, slq where k P t0, . . . , Nu, l P t0, . . . ,Mu.

Note that Hpvk,lq “ x0 whenever

k “ 0_ k “ N _ pk, lq P tφ0, . . . , φnu ˆ t0u _ pk, lq P tψ0, . . . , ψmu ˆ tMu. (5.9)

Á We define paths bk,l connecting nodes with the base point: Since we chose the tiling suffi-
ciently fine, we can choose for each pk, lq P t0, . . . , Nu ˆ t0, . . . ,Mu an index αpk, lq P I such
that

(i) @pk, lq P t1, . . . , Nu ˆ t1, . . . ,Mu. Rk,l Ď H´1pUαpk,lqq

(ii) @pk, lq P t1, . . . , N ´ 1u ˆ t1, . . . ,Mu. k ” l mod 2 ñ αpk, lq “ αpk ` 1, lq

Ź Interior nodes: Let pk, lq P t1, . . . , N ´ 1u ˆ t1, . . . ,M ´ 1u. Depending whether k and l
have equal or unequal parity, we have αpk, lq “ αpk ` 1, lq or αpk, l ` 1q “ αpk ` 1, l ` 1q.
Hence the set

Vk,l :“ Uαpk,lq X Uαpk`1,lq X Uαpk,l`1q X Uαpk`1,l`1q

is the intersection of at most three different sets Ui. Thus, we can choose a path bk,l in Vk,l
with initial point x0 and terminal point Hpvk,lq. Note here that the tiles containing the node
vk,l are exactly Rαpk,lq, Rαpk`1,lq, Rαpk,l`1q, Rαpk`1,l`1q.

Ź Boundary nodes (part 1): For all pk, lq as in (5.9), we let bk,l be the constant path at x0.

Ź Boundary nodes (part 2): Let k “ t1, . . . , N ´ 1u and assume that φi´1 ă tk ă φi. Then
Hptk, 0q P Uλi . Set

Vk,0 :“ Uαpk,1q X Uαpk`1,1q X Uλi ,

and let bk,0 be a path in Vk,0 with initial point x0 and terminal point Hpvk,0q. The tiles
containing the node vk,0 are exactly Rαpk,0q, Rαpk`1,0q.

Ź Boundary nodes (part 3): Let k “ t1, . . . , N ´ 1u and assume that ψj´1 ă k ă ψj . Then
Hptk,Mq P Uκj . Set

Vk,M :“ Uαpk,Mq X Uαpk`1,Mq X Uκj ,

and let bk,M be a path in Vk,M with initial point x0 and terminal point Hpvk,M q. The tiles
containing the node vk,M are exactly Rαpk,Mq, Rαpk`1,Mq.

Â Applying the lemma: For pk, lq P t1, . . . , Nu ˆ t0, . . . ,Mu let ck,l be the loop

ck,l :“ bk´1,l ‚Hp., slq|rtk´1,tks ‚ b
Ð
k,l.

Our choice of the paths bk,l guarantees that the assumptions of the lemma are fulfilled on
every level from sl´1 to sl. Applying the lemma M times, we obtain that

rc1,0sαp1,1qrc2,0sαp2,1q ¨ ¨ ¨ rcN,0sαpN,1q Γ rc1,M sαp1,Mqrc2,M sαp2,Mq ¨ ¨ ¨ rcN,M sαpN,Mq
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Ã Splitting f1 ‚ . . . ‚ fn and g1 ‚ . . . ‚ gm: Our choice of paths bk,0 and bk,M guarantees that

fi «λi cφi´1`1,0 ‚ . . . ‚ cφi,0 and gj «κj cψj´1`1,M ‚ . . . ‚ cψj ,M

It follows that

rfisλi “ rcφi´1`1,0 ‚ . . . ‚ cφi,0sλi Θ rcφi´1`1,0sλi ¨ ¨ ¨ rcφi,0sλi

Γ rcφi´1`1,0sαpφi´1`1,1q ¨ ¨ ¨ rcφi,0sαpφi,1q,

rgjsκj “ rcψj´1`1,M ‚ . . . ‚ cψj ,M sκj Θ rcψj´1`1,M sκj ¨ ¨ ¨ rcψj ,M sκj

Γ rcψj´1`1,M sαpψj´1`1,Mq ¨ ¨ ¨ rcψj ,M sαpψi,Mq.

Putting together, thus

rf1sλ1
¨ ¨ ¨ rfnsλn Γ rc1,0sαp1,1qrc2,0sαp2,1q ¨ ¨ ¨ rcN,0sαpN,1q

Γ rc1,M sαp1,Mqrc2,M sαp2,Mq ¨ ¨ ¨ rcN,M sαpN,Mq Γ rg1sκ1 ¨ ¨ ¨ rgmsκm

This concludes the proof of (5.8).

The proof of the theorem is complete.
Let us explicitly state a corollary which deals with two particular situations and is often

of good use.

Corollary 5.6.3. Let <X, T > be a topological space and let tUi | i P Iu be an open cover of
X such that the assumptions of the Seifert–van Kampen theorem are fulfilled. Also let other
notation be as in Theorem 5.6.1.

(i) Assume that π1pUi X Ujq “ t1u for all i, j P I, i ‰ j. Then

π1pXq – I
iPI
π1pUiq.

(ii) Assume that there exists an index i0 P I such that π1pUjq “ t1u for all j P Izti0u, and
denote by M Ď π1pUi0q the smallest normal subgroup containing

ď

jPIzti0u

π1pιji0q
`

π1pUj X Ui0q
˘

(5.10)

Further, let ιi0 : Ui0 Ñ X be the inclusion map. Then πpιi0q : π1pUi0q Ñ π1pXq is
surjective with kernel M . In particular,

π1pXq – π1pUi0q
L

M.

Proof. Under the assumption of the present item (i) the set (5.6) equals t1u, and hence the
normal subgroup N in the Seifert–van Kampen theorem equals t1u.

Assume we are in the situation of item (ii). Then we have γjpUjq “ t1u for all j ‰ i0.
The map γi0 is thus an isomorphism of π1pUi0q onto IiPIπ1pUiq, cf. Lemma 1.8.2. We see
that πpιi0q is surjective with kernel γ´1

i0
pNq. The set (5.6) equals

!

`

γi0 ˝ π1pιji0q
˘

prf sji0q | j P I, f P LpUj X Ui0 , x0q

)

Y

!

`

γi0 ˝ π1pιji0q
˘

prf sji0q
´1 | j P I, f P LpUj X Ui0 , x0q

)

,

and its inverse image under γi0 thus equals (5.10). It follows that

π1pXq – I
iPI
π1pUiq

L

N – π1pUi0q
L

M.

q
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In our formulation of the Seifert–van Kampen, we have determined the group π1pXq con-
cretely: take the free product and factor out the normal subgroup generated by (5.6). Let
us mention the following more structural viewpoint.

Corollary 5.6.4. Assume we are in the situation of the Seifert–van Kampen theorem. Then
<π1pXq, π1pιiq> is a colimit of the diagram

π1pUiq

π1pUi X Ujq
...

π1pUjq

π1pιjiq

π1pιijq

(5.11)

Proof. When we proved existence of colimits in Theorem 1.9.5, we constructed a colimit
as a factor of the free product. It suffices to match notation: for the diagram (5.11), the
normal subgroup in the Seifert–van Kampen theorem is the same as the normal subgroup
in Theorem 1.9.5. In Theorem 1.9.5 the cone maps of the colimit are obtained as projection
after γi, which in the present situation is equal to π1pιiq by the diagram (5.7). q

5.7 The bouquet of circles

Our aim in this and the following section is to prove that every group can be realised as
the fundamental group of some topological space. The proof of this fact contains many
interesting ideas.

Making a first step, we realise free groups. This relies on Corollary 5.6.3 (i), and a
construction known in a more general setting as wedge sum. Intuitively, a wedge sum takes a
family of topological spaces and glues them together at one point of each of them. We shall
not elaborate further on the general construction.

Example 5.7.1. Let I be a nonempty set, let
š

iPI S
1 be the disjoint union of |I| many circles

S1, and let βi : S
1 Ñ

š

iPI S
1 be the inclusion maps. Further, let „ be the equivalence

relation which identifies the point 1 of each of these circles. Formally, thus,

ž

iPI

S1 “
ď

iPI

pS1 ˆ tiuq, βi :

#

S1 Ñ
Ť

iPI

pS1 ˆ tiuq

z ÞÑ pz, iq

pz, iq „ pw, jq :ô pz, iq “ pw, jq _ z “ w “ 1

Set X :“ p
š

iPI S
1q{„, denote by p :

š

iPI S
1 Ñ X the canonical projection and set pi :“

p ˝ βi. We endow X with the final topology T induced by the family tpi : S
1 Ñ X | i P Iu

S1

¨
¨
¨
¨
¨
¨
¨
¨
¨

Ť

iPI

pS1 ˆ tiuq X

S1

βi

pi

p

βj

pj

The space <X, T > is called the bouquet of |I| circles.
A bouquet of circles is pathwise connected, since it is the union of the pathwise connected

subsets pipS
1q which have the point x0 :“ pip1q in common.
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The topology on a disjoint union is easily understood. Assume we have a family <Xi, Ti>
of topological spaces and endow their disjoint union with the final topology induced by the
inclusion maps βi : Xi Ñ

š

iPI Xi. A map φ from
š

iPI Xi to some other topological space is
continuous, if and only if all restrictions φ|βipXiq are continuous. All subsets βipXiq are open
and closed in

š

iPI Xi, and βi is a homeomorphism onto its image. Given sets Bi Ď Xi for
each i P I, we have

ď

iPI

βipBiq open in
ž

iPI

Xi ô @i P I. Bi open in Xi

and the same with “open” replaced by “closed”.

The topology of a quotient looks somewhat more complicated. Passing to a quotient
topology behaves nicely when the projection is open (for example when factorising a topo-
logical group), but this is an exceptional situation.

Let us study the topology of a bouquet of circles in some more detail. We use notation
as in Example 5.7.1. Moreover, given a point z P S1 and ε ą 0, we denote by Aεpzq the arc

Aεpzq :“
 

z ¨ e2πit P S1 | |t| ă ε
(

.

Lemma 5.7.2. Let I be a nonempty set, and <X, T > the bouquet of |I| circles.

(i) For subsets Bi Ď S1, i P I, it holds that

p
´

ď

iPI

pBi ˆ tiuq
¯

open in X ô

´

@i P I. Bi open in S1
¯

^ (5.12)
„

´

@i P I. 1 R Bi

¯

_

´

@i P I. Bi Y t1u P Up1q
¯



(ii) Let z P S1zt1u and j P I. Every set of the form

pjpAεpzqq, (5.13)

with ε ą 0 such that 1 R Aεpzq, is open in X. The family of all these sets is a
neighbourhood base of the point pjpzq.

(iii) Every set of the form

ď

iPI

pipAεip1qq (5.14)

with εi ą 0 is open in X. The family of all these sets is a neighbourhood base of the
point x0.

(iv) The space X is Hausdorff.

(v) The following restrictions of p and pj are homeomorphisms between the written sets:

p :
ď

iPI

`

pS1zt1uq ˆ tiu
˘

Ñ Xztx0u, pj : S1 Ñ pjpS
1q for j P I.

Each set pjpS
1zt1uq is open in X.
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Proof. Let Bi Ď S1, i P I. The equivalence (5.12) follows since for every j P I

p´1
j

´

p
´

ď

iPI

pBi ˆ tiuq
¯¯

“

#

Bj if @i P I. 1 R Bi

Bj Y t1u if Di P I. 1 P Bi

Let z P S1zt1u, ε ą 0 such that 1 R Aεpzq, and j P I. Applying (5.12) with

Bi :“

#

Aεpzq if i “ j

H if i ‰ j

shows that pjpAεpzqq is open. Since the open arcs form a basis of the topology of S1, the
family of all such sets is a neighbourhood base of pjpzq.

Let εi ą 0, i P I. Applying (5.12) with Bi :“ Aεip1q, i P I, shows that
Ť

iPI pipAεip1qq is
open, and since open arcs are a basis in S1, the family of those sets is a neighbourhood base
of x0.

Given two different points, we find open neighbourhoods of the form (5.13) or (5.14) of
the respective points which are disjoint by choosing ε or εi sufficiently small.

We come to the proof of (v). First observe that p indeed maps
Ť

iPI βipS
1zt1uq bijectively

onto Xztx0u, and that both sets are open in
š

iPI S
1 or X, respectively. The family of arcs

!

βipAεpzqq | i P I, z P S
1zt1u, 1 R Aεpzq

)

forms a base of the topology of
Ť

iPI βipS
1zt1uq. We have ppβipAεpzqqq “ pjpAεpzqq, and this

set is open in X. Thus the restriction of p is an open map. It is continuous by the definition
of the topology of X.

Consider now the map pj . It is continuous by definition. It is injective, and hence induces
a bijection onto its image. Each arc Aεpzq with z P S1zt1u and 1 R Aεpzq is mapped to a set
which is open in X. The image of an arc Aεp1q can be written as

pjpAεp1qq “ pjpS
1q X

ď

iPI

pipAεp1qq.

and hence is open in the subspace topology of pjpS
1q. q

Theorem 5.7.3. Let I be a nonempty set, and <X, T > the bouquet of |I| circles. Then π1pXq
is the free group with |I| generators.

The idea is that each copy of S1 contributes one generator to π1pXq, and that these loops
cannot interfere since each two of them intersect only in one single point. So, ideally, we
would like to apply the Seifert–van Kampen theorem with the cover tpipS

1q | i P Iu. Then
Corollary 5.6.3 (i) would imply that π1pXq is isomorphic to the free product of |I| copies of
Z, which is the free group with |I| generators. However, the sets in the mentioned cover are
not open, and therefore we have to slightly tweak this approach.

Proof of Theorem 5.7.3.

À We define an open cover: Consider a bunch of small arcs centered at the base point 1:
e.g. take δ :“ 1

9 and set

W :“
ď

iPI

pipAδp1qq.
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Then W is an open neighbourhood of x0. Now set

Ui :“ pipS
1q YW for i P I,

and note that Ui “ pipS
1zt1uq YW .

By Lemma 5.7.2, the set Ui is an open subset of X. Moreover, clearly, tUi | i P Iu is a
cover of X.

Á We check the assumptions of the Seifert–van Kampen theorem: The point x0 belongs to
all sets Ui, and hence

Ş

iPI Ui ‰ H.

The circle S1 and every arc in S1 is pathwise connected. Hence also pipAδp1qq and pipS
1q

are pathwise connected, and since x0 belongs to each of these sets it follows that W and all
Ui, i P I, are pathwise connected. The intersection of at least two different sets Ui is equal
to W .

Â We show that W is contractible, and hence π1pW q “ t1u: Let H̃ be the unique function
with

Aδp1q ˆ r0, 1s Aδp1q

´

Ť

iPI

pAδp1q ˆ tiuq
¯

ˆ r0, 1s
Ť

iPI

pAδp1q ˆ tiuq

peit,sqÞÑeits

βiˆid
piPIq βi

H̃

Since
´

ď

iPI

pAδp1q ˆ tiuq
¯

ˆ r0, 1s “
´

ď

iPI

pAδp1q ˆ tiuq ˆ r0, 1s
¯

,

and each set in the union on the right is open, the gluing lemma implies that H̃ is continuous.

Let t, t1 P r0, 1q and i, i1 P I. If pe2πit, iq „ pe2πit1 , i1q, then either pt “ t1 ^ i “ i1q or
t “ t1 “ 0. In both cases, H̃ppe2πit, iq, sq “ H̃ppe2πit1 , i1q, sq for all s P r0, 1s. Hence, a
function H : W ˆ r0, 1s ÑW is well-defined by

´

Ť

iPI

pAδp1q ˆ tiuq
¯

ˆ r0, 1s
Ť

iPI

pAδp1q ˆ tiuq

W ˆ r0, 1s W

pˆid

H̃

p

H

Explicitly, thus,

H
`

pe2πit, iq{„, s
˘

:“ pe2πits, iq{„ for i P I, |t| ă δ.

Let us check that H is continuous. First, remember that the projection p is a homeomorphism
between the open sets

Ť

iPI βipAδp1qzt1uq and W ztx0u. Thus H is continuous at every point
of pW ztx0uq ˆ r0, 1s. Second, for every neighbourhood V of x0 of the form (5.14), we have
HpV ˆ r0, 1sq Ď V . Hence, H is also continuous at every point of tx0u ˆ r0, 1s.

The definition of H ensures that

@z P Aδp1q, i P I. Hppipzq, 1q “ pipzq ^ Hppipzq, 0q “ x0

@s P r0, 1s. Hpx0, sq “ x0

and we see that W is contractible.
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Ã We show that pjpS
1q is a deformation retract of Uj, and hence π1pUjq – Z: Fix j P I.

The argument is almost the same as in the previous step, only that we deform only those
arcs pipAδp1qq with i ‰ j.

Define a function H : ppjpS
1q Y Ujq ˆ r0, 1s Ñ Uj

Aδp1q ˆ r0, 1s Aδp1q

S1 ˆ r0, 1s S1

´

βjpS
1qY

Ť

iPIztju

βipAδp1qq
¯

ˆr0, 1s βjpS
1qY

Ť

iPIztju

βipAδp1qq

Uj ˆ r0, 1s Uj

peit,sqÞÑeits

βiˆid
piPIztjuq βi

pz,sqÞÑz

βj βj

pˆid p

H

Explicitly, thus,

H
`

pe2πit, iq{„, s
˘

:“

$

&

%

pe2πit, iq{„ if i “ j, t P r0, 1q

pe2πits, iq{„ if i P Iztju, |t| ă δ

For the same reasons as in the previous step, H is well-defined and continuous. Moreover,
the definition of H ensures that

@z P Aδp1q, i P I. Hppipzq, 1q “ pipzq ^ Hppipzq, 0q P pjpS
1q

@z P S1, s P r0, 1s. Hppjpzq, sq “ pjpzq

and we see that indeed pjpS
1q is a deformation retract of Uj .

Since pjpS
1q – S1 by Lemma 5.7.2 (v), we obtain from Proposition 5.3.6 (ii) that π1pUjq –

Z.

q

5.8 Spaces with prescribed fundamental group

We show how to kill selected loops by attaching disks to a space. One can image that one
builds bridges over which specified loops can be deformed to a point. Again, the crucial role
is played by the Seifert–van Kampen theorem (this time in the form of Corollary 5.6.3 (ii)),
which ensures that not more than the specified loops become deformable to a point. The
construction of the space is very much related to a general construction known as CW-
complexes. Intuitively, a CW-complex is a family of cells of different dimensions which are
glued together. Again, we do not elaborate further on the general situation.

We proceed similar as before, present a construction of a space as an example, and then
establish its properties.
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Example 5.8.1. Let I be a nonempty set, <X, T > be the bouquet of |I| circles, and F a family
of loops in X with base point x0. Moreover, let B2 be the closed unit disk in C. Consider
the disjoint union

X >
´

ž

fPF
B2

¯

“ pX ˆ t˝uq Y
ď

fPF
pB2 ˆ tfuq,

and denote by

β̂˝ : X Ñ X >
ž

fPF
B2, β̂f : B2 Ñ X >

ž

fPF
B2 for f P F ,

the inclusion maps. Further, define a relation „ on X >
š

fPF B
2 as (∆ denotes the diagonal)

„ :“ ∆Y
!

`

β̂f pe
2πitq, β̂˝pfptqq

˘

| t P r0, 1s, f P F
)

Y

!

`

β̂˝pfptqq, β̂f pe
2πitq

˘

| t P r0, 1s, f P F
)

Y

!

`

β̂f pe
2πitq, β̂gpe

2πisq
˘

| 0 ď s, t P r0, 1s, f, g P F with fptq “ gpsq
)

This is an equivalence relation. Reflexivity and symmetry is built in the definition, and
transitivity is seen by distinguishing cases.

Now set

X̂ :“
´

X >
ž

fPF
B2

¯

{„.

Further, let p̂ : X >
š

fPF B
2 Ñ X̂ be the canonical projection, and set

p̂˝ :“ p̂ ˝ β̂˝, p̂f :“ p̂ ˝ β̂f for f P F .

We endow X̂ with the final topology induced by the family tp̂˝u Y tp̂f | f P Fu.

S1 B2

¨
¨
¨
¨
¨
¨
¨
¨
¨

š

iPI

S1 X X >
´

š

fPF
B2

¯

¨
¨
¨
¨
¨
¨
¨
¨
¨

S1 B2

X̂

βi

pi
β̂f

p̂f

p

β̂˝

p̂˝

p̂

βj

pj

β̂f 1

p̂f 1

The space X̂ is pathwise connected, since it is the union of the pathwise connected subsets
pp̂˝ ˝ piqpS

1q, i P I, and p̂f pB
2q, f P F , which have the point x̂0 :“ p̂˝px0q in common.

Given z P S1 and ε P p0, 1q, we set

Sεpzq :“
 

w P B2 | 1´ ε ă |w| ^ | argw ´ arg z| ă 2πε,
(

.

Note that Sεpzq X S
1 “ Aεpzq.
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Lemma 5.8.2.

(i) The following maps, considered as maps between the written sets, are homeomorphisms:

p̂0 : X Ñ p̂0pXq, p̂f : B2zS1 Ñ p̂f pB
2zS1q.

(ii) Let x P X and O Ď X̂ open with p̂˝pxq P O. Then there exist εf,z P p0, 1q, such that the
set

W :“ p̂˝
`

p̂´1
˝ pOq

˘

Y
ď

fPF
zPp̂´1

f pOqXS1

p̂f
`

Sεf,z pzq
˘

(5.15)

is open in X̂ and contained in O.

Proof. By the definition of the relation „ the maps p̂˝ and p̂f |B2zS1 are injective, and by the

definition of the topology on X̂ they are continuous. We have to show that they are open
as maps onto their image carrying the subspace topology. First, let O Ď X be open. Set
W :“ p̂˝pOq Y

Ť

fPF p̂f pB
2zS1q, then clearly p̂˝pOq “ p̂˝pXq XW . We have

p̂´1
˝ pW q “ O, p̂´1

f pW q “
 

e2πit | fptq P O
(

Y pB2zS1q,

and see that W is open in X̂. Second, let f P F and O Ď B2zS1 be open. Then

p̂´1
˝

`

p̂f pOq
˘

“ H, p̂´1
f

`

p̂f pOq
˘

“ O, p̂´1
g

`

p̂f pOq
˘

“ H for g ‰ f,

and thus p̂f pOq is open in X̂.
We come to the proof of (ii). Since p̂´1

f pOq is an open subset of B2 we can choose for

each z P p̂´1
f pOq X S

1 a number εf,z P p0, 1q with Sεf,z pzq Ď p̂´1
f pOq. Set

Wf :“
ď

zPp̂´1
f pOqXS1

Sεf,z pzq.

Then Wf is an open subset of B2, and

Wf Ď p̂´1
f pOq, Wf X S

1 “ p̂´1
f pOq X S

1.

Now consider the set (5.15), i.e.,

W “ p̂˝
`

p̂´1
˝ pOq

˘

Y
ď

gPF
p̂gpWgq.

The inclusion W Ď O clearly holds, so we have to show that W is open. Again, this means
that we have to check inverse images. We claim that

p̂´1
˝ pW q “ p̂´1

˝ pOq, @f P F . p̂´1
f pW q “Wf . (5.16)

The first equality follows since (in the first line we use that p̂˝ is injective)

p̂´1
˝

`

p̂˝
`

p̂´1
˝ pOq

˘˘

“ p̂´1
˝ pOq

p̂´1
˝

`

p̂gpWgq
˘

“ p̂´1
˝

`

p̂gpWg X S
1q
˘

“ p̂´1
˝

`

p̂gpp̂
´1
g pOq X S

1q
˘

Ď p̂´1
˝ pOq
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To see the second equality in (5.16), compute

p̂´1
f

`

p̂˝
`

p̂´1
˝ pOq

˘˘

Ď p̂´1
f pOq X S

1 “Wf X S
1 ĎWf ,

p̂´1
f

`

p̂f pWf q
˘

“ p̂´1
f

`

p̂f pWf X S
1q
˘

Y p̂´1
f

`

p̂f pWf zS
1q
˘

“ p̂´1
f

`

p̂f
`

p̂´1
f pOq X S

1
˘˘

Y pWf zS
1q Ď pp̂´1

f pOq X S
1q Y pWf zS

1q “Wf ,

p̂´1
f

`

p̂gpWgq
˘

Ď p̂´1
f pOq X S

1 “Wf X S
1 ĎWf for g ‰ f.

Thus p̂´1
f pW q ĎWf . The reverse inequality is clear. q

Remark 5.8.3. It follows already from Proposition 5.4.3 and the description of loops in S1

that every loop in X is FEP-homotopic to a product of some loops

ψj,n :

#

r0, 1s Ñ X

t ÞÑ pjpe
intq

where j P I, n P Z. (5.17)

When working with π1pXq, it is thus enough to consider products of loops ψj,n.
A technical advantage of loops of this form is that the image of such a loop is a union of

whole circles pjpS
1q, and that the inverse image of every point of X is finite.

Theorem 5.8.4. Let I be a nonempty set, <X, T > the bouquet of |I| circles, and let F be a
set of loops in X based at x0 such that each f P F is a product of some loops of the form
(5.17). Moreover, denote by NpFq the smallest normal subgroup of π1pXq containing F{„.
Let X̂ be the space constructed from F as in Example 5.8.1. Then

π1pX̂q – π1pXq
L

NpFq.

Corollary 5.8.5. Let G be a group. Then there exists a topological space <X, T > with
π1pXq – G.

Proof. Every group is isomorphic to a factor of a free group. Hence, Corollary 5.8.5 is an
immediate consequence of Theorems 5.7.3 and 5.8.4. q

To prove Theorem 5.8.4, we would ideally like to apply the Seifert–van Kampen theorem
with the cover

tp̂˝pXqu Y tp̂f pB
2q | f P Fu (5.18)

of X̂. The stated assertion would then follow at once from Corollary 5.6.3 (ii). However,
again there is the problem that the sets in (5.18) are not open. The way to circumvent this
problem is somewhat different as in the proof of Theorem 5.7.3.

Proof of Theorem 5.8.4.

À We define a family of sets: For f P F set

Of :“ p̂f pB
2zS1q,

O̊f :“ p̂f pB
2zpS1 Y t0uqq,

U˝ :“ p̂˝pXq Y
´

ď

gPF
O̊g

¯

“ X̂z
 

p̂gp0q | g P F
(

,

Uf :“ p̂˝pXq YOf Y
´

ď

gPFztfu

O̊g

¯

“ X̂z
 

p̂gp0q | g P Fztfu
(

.
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It is seen by checking inverse images that these sets are open in X̂:

Of O̊f U˝ Uf

p̂´1
˝ H H X X

p̂´1
f B2zS1 B2zpS1 Y t0uq B2zt0u B2

p̂´1
g
pg ‰ fq

H H B2zt0u B2zt0u

Moreover, these sets are all pathwise connected. For Of and O̊f this is obvious. For U˝ and
Uf note that

U˝ “ p̂˝pXq Y
´

ď

gPF
p̂gpB

2zt0uq
¯

Uf “ p̂˝pXq Y p̂f pB
2q Y

´

ď

gPFztfu

p̂gpB
2zt0uq

¯

and that the point x̂0 belongs to each set in the union.

Á We apply Seifert–van Kampen to describe π1pX̂q as colimit: The intersection of at least two
different sets Uf is equal to U˝. Hence, the open cover tUf | f P Fu satisfies all assumptions

of the Seifert–van Kampen theorem. Denote by ιf : Uf Ñ X̂ and ι˝f : U˝ Ñ Uf the inclusion

maps. Then <π1pX̂q, π1pιf q> is colimit of the diagram

...

π1pUf q

π1pU˝q
...

π1pUgq
...

π1pι˝f q

π1pι˝gq

(5.19)

Â We apply Seifert–van Kampen to analyse the maps π1pι˝f q: We have

Uf “ U˝ YOf and U˝ XOf “ O̊f .

Hence, tU˝, Ofu is an open cover of Uf and satisfies the assumptions of the Seifert–van Kam-
pen theorem. Since Of is a continuous image of a convex set, we have π1pOf q “ t1u.

Corollary 5.6.3 (ii) yields that π1pι˝f q : π1pU˝q Ñ π1pUf q is surjective and that ker ι˝f
is the smallest normal subgroup of π1pU˝q containing π1p̊ιf˝qpπ1pO̊f qq. Here we denote by

ι̊f˝ : π1pO̊f q Ñ π1pU˝q the inclusion map.

The circle 1
2 ¨ S

1 “ tz P C | |z| “ 1
2u, which is homeomorphic to S1, is a deformation

retract of B2zpS1 Y t0uq. Therefore, π1pO̊f q – Z, and the equivalence class of the loop

hf ptq :“ p̂f
`1

2
e2πit

˘

is a generator of π1pO̊f q. The normal subgroup of π1pU˝q generated by π1p̊ιf˝qpπ1pO̊f qq is
thus equal to the normal subgroup generated by the singleton set tp̊ιf˝ ˝ hf q{«u.
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Ã We show that p̂˝pXq is a deformation retract of U˝: Define a map H : U˝ˆr0, 1s Ñ p̂˝pXq
as

$

&

%

Hpp̂˝pxq, sq :“ p̂˝pxq for x P X, s P r0, 1s

Hpp̂f pzq, sq :“ p̂f
`

z
p1´sq`s|z|

˘

for z P B2zt0u, s P r0, 1s
(5.20)

Since p̂f is a homeomorphism of B2zS1 onto its image, and this image is an open subset of X̂,

the function H is continuous at every point of
Ť

fPF O̊f . Let x P X and O Ď X̂ be an open
set with p̂˝pxq P O. According to Lemma 5.8.2, we find an open set W of the form (5.15)
which is contained in O. Clearly, it contains the point p̂˝pxq. For every point z P p̂´1

f pOqXS
1

we have

H
`

p̂f pSεf,z pzqzS
1q ˆ r0, 1s

˘

Ď p̂f pSεf,z pzqq

It follows that HpW ˆ r0, 1sq ĎW . We conclude that H is continuous also at every point of
p̂˝pXq ˆ r0, 1s.

Ä We produce an isomorphic diagram: Let H be as in (5.20), and let r : U˝ Ñ p̂˝pXq be the
retraction r :“ Hp., 1q. Moreover, let ι˝ : p̂˝pXq Ñ U˝ be the inclusion map.

X p̂˝pXq U˝
p̂˝ ι˝

p̂´1
˝

r

Then we have the isomorphisms

π1pXq π1pp̂˝pXqq π1pU˝q

π1pp̂˝q π1pι˝q

π1pp̂
´1
˝ q π1prq

The isomorphism π1pp̂
´1
˝ q ˝ π1prq maps p̊ιf˝ ˝ hf q{« to the equivalence class of the loop

`

p̂´1
˝ ˝ r ˝ ι̊f˝ ˝ hf

˘

ptq “ p̂´1
˝

`

p̂f pe
2πitq

˘

“ p̂´1
˝

`

p̂˝pfptqq
˘

“ fptq.

Hence, we get an isomorphism with (pf is the canonical projection)

π1pU˝q π1pUf q

π1pXq π1pXq{Npfq

π1pι˝f q

π1pp̂
´1
˝ q˝π1prq –

pf

Since the isomorphism on the left is independent of f , the diagram (5.19) is isomorphic (in
the sense of Theorem 1.9.5 (ii)) to

π1pXq{Npfq

π1pXq
...

π1pXq{Npgq

pf

pg

(5.21)

By uniqueness of colimits in Theorem 1.9.5 and the computation of the colimit in Exam-
ple 1.9.4, the group π1pX̂q is isomorphic to π1pXq{NpFq. q
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5.9 Free homotopy and homotopy equivalence

We define a general variant of homotopy.

Definition 5.9.1. Let <X, T > and <Y,V> be topological spaces, and let φ, ψ : X Ñ Y be
continuous functions.

(i) We say that φ and ψ are homotopic (more specifically, freely homotopic) if there exists
a continuous function H : X ˆ r0, 1s Ñ Y with

@x P X. Hpx, 0q “ φpxq ^ Hpx, 1q “ ψpxq

Every function H with this property is called a homotopy (more specifically, a free
homotopy) from φ to ψ.

(ii) Let A Ď X. We say that φ and ψ are homotopic relative to A, if there exists a continuous
function H : X ˆ r0, 1s Ñ Y with

@x P X. Hpx, 0q “ φpxq ^ Hpx, 1q “ ψpxq

@a P A @s, s1 P r0, 1s. Hpa, sq “ Hpa, s1q

If φ and ψ are homotopic relative to A we write φ «A ψ, and every function H as above
is called a relative homotopy from φ to ψ.

Note that free homotopy is nothing but homotopy relative toH, and FEP-homotopy of paths
defined on some interval ra, bs is homotopy relative to ta, bu.

Proposition 5.9.2. Let <X, T > and <Y,V> be topological spaces and φ, ψ : X Ñ Y continuous
functions. Assume that φ and ψ are freely homotopic, and let H be a free homotopy from φ
to ψ. Further, let x0 P X, denote by h : r0, 1s Ñ Y the path hpsq :“ Hpx0, sq, and let Φh be
the isomorphism

Φh :

#

π1pY, ψpx0qq Ñ π1pY, φpx0qq

f{« ÞÑ ph ‚ f ‚ hÐq{«

with inverse Φh´1 , cf. Lemma 5.3.1.
Then π1pφq “ Φh ˝ π1pψq

π1pX,x0q

π1pX,ψpx0qq π1pX,φpx0qq

π1pφqπ1pψq

Φh

Φh´1

Proof. Let f P LpX,x0q be given. We have to produce a FEP-homotopy in Y from φ ˝ f to
h ‚ pψ ˝ fq ‚ hÐ. For t, s P r0, 1s define

Kpt, sq :“

$

’

’

&

’

’

%

hp3tq if t ď s
3

H
´

f
`

pt´ s
3 qp1´

2s
3 q
´1

˘

, s
¯

if s
3 ď t ď 1´ s

3

hp3p1´ tqq if 1´ s
3 ď t
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Inspecting these formulae shows first of all that K is well-defined, hence by the gluing lemma
continuous, and that

Kp0, sq “ Kp1, sq “ hp0q “ φpx0q, Kpt, 0q “ Hpfptq, 0q “ pφ ˝ fqptq.

Moreover, we see that

Kpt, 1q “

$

’

&

’

%

hp3tq if t ď 1
3

pψ ˝ fq
`

pt´ 1
3 qp1´

2
3 q
´1

˘

if 1
3 ď t ď 2

3

hp3p1´ tqq if 1´ 1
3 ď t

which is a reparameterisation of h ‚ pψ ˝ fq ‚ hÐ. q

Corollary 5.9.3. Let <X, T > and <Y,V> be topological spaces and φ, ψ : X Ñ Y continuous
functions which are freely homotopic. Let x0 P X and assume that φpx0q “ ψpx0q (denote
this point as y0).

(i) There exists an inner automorphism Φ of the group π1pY, y0q such that π1pφq “ Φ ˝
π1pψq.

(ii) If π1pY, y0q is commutative or φ and ψ are homotopic relative to tx0u, then π1pφq “
π1pψq.

Proof. Since φpx0q “ ψpx0q, the path hpsq :“ Hpx0, sq is a loop in Y with base point y0.
Thus we can write

Φhpfq “ ph ‚ f ‚ hÐq{« “ h{« ¨ f{« ¨ ph
Ð{«q “ h{« ¨ f{« ¨ ph{«q

´1 for f P LpY, y0q.

If π1pY, y0q is commutative, the identity map is the only inner automorphism. If φ «tx0u ψ,
we can choose H such that h is the constant path at x0. q

Definition 5.9.4. Let <X, T > and <Y,V> be topological spaces. A continuous map φ : X Ñ Y
is called a homotopy equivalence, if

Dψ : Y Ñ X continuous. ψ ˝ φ «H idX ^φ ˝ ψ «H idY

The spaces <X, T > and <Y,V> are said to have the same homotopy type, if there exists a
homotopy equivalence between them.

The relation to have the same homotopy type clearly is an equivalence relation. If X and
Y are homeomorphic, or if Y is a deformation retract of X, then X and Y have the same
homotopy type. In the first case we have φ´1 ˝φ “ idX , φ ˝φ

´1 “ idY for a homeomorphism
φ : X Ñ Y , and in the second case we have ι ˝ r «H idX , r ˝ ι “ idY when ι : Y Ñ X is the
inclusion and r “ Hp., 1q with H as in (5.2).

It is a consequence of Proposition 5.9.2 that homotopy equivalent spaces have the same
fundamental group.

Corollary 5.9.5. Let <X, T > and <Y,V> be topological spaces, x0 P X, and φ : X Ñ Y a
homotopy equivalence. Then π1pφq : π1pX,x0q Ñ π1pY, φpx0qq is an isomorphism.

Proof. Let ψ : Y Ñ X be such that ψ ˝ φ «H idX and φ ˝ ψ «H idY . Moreover, denote
y0 :“ φpx0q.

Proposition 5.9.2 provides us with the respective isomorphisms in the diagrams
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π1pX,x0q π1pX,x0q

π1pY, y0q π1pX,ψpy0qq

id

π1pψ˝φqπ1pφq –

π1pψq

π1pY, y0q π1pY, y0q

π1pX,ψpy0qq π1pX,φpψpy0qqq

id

π1pφ˝ψqπ1pψq –

π1pφq

The left diagram shows that the map π1pφq : π1pX,x0q Ñ π1pY, φpx0qq is injective. The right
one shows that π1pφq : π1pX,ψpy0qq Ñ π1pY, φpψpy0qqq is surjective.

Let h be the path in X with initial point x0 and terminal point pψ ˝ φqpx0q “ ψpy0q

obtained from some free homotopy H from idX to ψ ˝φ (as hpsq :“ Hpx0, sq). Then the path
φ ˝ h has initial point y0 and terminal point φpψpy0qq. By their definition, the isomorphisms
from Lemma 5.3.1 satisfy

π1pX,x0q π1pY, y0q

π1pX,ψpy0qq π1pX,φpψpy0qqq

π1pφq

– –

π1pφq

and we see that also π1pφq : π1pX,x0q Ñ π1pY, φpx0qq is surjective. q

We can now prove an interesting structural property of topological groups. The formulation
in the below Theorem 5.9.7 is general.

Definition 5.9.6. Let <X, T > be a topological space and x0 P X. Then <X, T , x0> is called a
H-space (the letter H stands to recognise the influence of H.Hopf) , if there exists a continuous
function m : X ˆX Ñ X with

mpx0, x0q “ x0, mpx0, .q «tx0u idX , mp., x0q «tx0u idX .

We think of m as a deformation of a multiplication. For example every topological group
is a H-space with the group multiplication for m and the unit element for x0. Then it even
holds that mpx0, .q “ mp., x0q “ idX and multiplication is associative. When passing to a
deformation, of course algebraic properties will get lost. But in view of corollary 5.9.5 one
might expect that topological properties are retained.

Theorem 5.9.7. Let <X, T , x0> be a H-space. Then π1pX,x0q is commutative.

Proof. Denote by k : X Ñ X the constant map kpxq :“ x0, and by 1x0 the constant loop
based at x0. Then we can write

mpx0, .q “ m ˝ pk ˆ idXq, mp., x0q “ m ˝ pidX ˆkq.

Corollary 5.9.3 (ii) implies that

π1

`

m ˝ pk ˆ idXq
˘

“ idπ1pX,x0q, π1

`

m ˝ pk ˆ idXq
˘

“ idπ1pX,x0q .
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Let ψ : π1pX,x0q ˆ π1pX,x0q Ñ π1pX ˆ X, px0, x0qq be the isomorphism (5.4). We obtain
that for each f P LpX,x0q

f{« “π1

`

m ˝ pk ˆ idXq
˘

pf{«q “
`

π1pmq ˝ π1pk ˆ idXq
˘

pf{«q

“π1pmq
`

prk ˆ idX s ˝ fq{«
˘

“ π1pmq
``

rk ˝ f s
loomoon

“1x0

ˆridX ˝f s
looomooon

“f

˘

{«
˘

“π1pmq
`

ψp1x0
{«, f{«q

˘

“
`

π1pmq ˝ ψ
˘

p1x0
{«, f{«q

and analogously

f{« “
`

π1pmq ˝ ψ
˘

pf{«,1x0{«q.

In the direct product of π1pX,x0q ˆ π1pX,x0q each two elements p1x0{«, f{«q and
pg{«,1x0{«q commute. It follows that

pg{«q ¨ pf{«q “
`

π1pmq ˝ ψ
˘

pg{«,1x0{«q ¨
`

π1pmq ˝ ψ
˘

p1x0{«, f{«q

“
`

π1pmq ˝ ψ
˘`

pg{«,1x0{«q ¨ p1x0{«, f{«q
˘

“
`

π1pmq ˝ ψ
˘`

p1x0{«, f{«q ¨ pg{«,1x0{«q
˘

“
`

π1pmq ˝ ψ
˘

p1x0{«, f{«q ¨
`

π1pmq ˝ ψ
˘

pg{«,1x0{«q “ pf{«q ¨ pg{«q

q
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dpx,Aq, 60
dp, 65
f « g, 22
f „r g, 21
f˚, 47
(T0), 7, 61
(T1), 8, 18
(T2), 8
(T3), 8, 67
(T4), 8
(T2 1

2
), 9

(T3 1
2
), 9

(T4 1
2
), 9
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σ-discrete, 66
σ-locally finite, 66

Alexandroff compactification, 39
alphabet, 28

ball, 92
center, 61
closed, 61
open, 61
radius, 61

bouquet of circles, 106

center, 61
closure operator, 53

topological, 53
colimit, 32
compact

locally-, 4
compactification, 37

(T2), 37
Alexandroff, 39
isomorphism, 38
morphism, 38
one-point, 39
Stone-Čech, 42, 49

completely regular, 9
components

connected, 26
path-, 26

concatenation, 28
cone, 32
connected, 23

locally, 27
locally pathwise, 27
pathwise, 23
subset, 23

connected components, 26
continuous, 60
contractible, 96

contractive, 60
countability axioms

first-, 52
second-, 68

countably discrete, 66
countably locally finite, 66
covering, 73

degree, 78
evenly covered neighbourhood, 74
fiber, 74
n-fold, 78
projection, 74
refinement, 16, 66
sheet, 74

covering projection, 74
CW-complex, 110

deformation retract, 95
diagram of groups, 32
discrete, 66
disjoint union, 3
dual space, 42

embedding, 1, 4
euclidean metric, 60
evenly covered neighbourhood of x, 74
extensive, 53

family
σ-discrete, 66
σ-locally finite, 66
countably discrete, 66
countably locally finite, 66
discrete, 66
locally finite, 16, 66
point finite, 18

FEP-homotopic, 21
FEP-homotopy, 22
fiber of x, 74
first countable, 52
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free group, 31
generators, 31

free homotopy, 116
free product, 27
freely homotopic, 116
fundamental group, 87, 94

gluing lemma, 19

H-space, 118
Hausdorff space, 8
homogenity, 65
homotopic, 116

FEP, 21
free, 116
relative, 116

homotopic relative to A, 116
homotopy, 116
homotopy equivalence, 117
homotopy type, 117

ideal, 54
maximal, 54
proper, 54

idempotent, 53
initial point, 20
intermediate paths, 22
isomorphism, 38

Lebesgue number, 79
letters, 28
lifting, 78
lifting criterion, 84
limit at infinity, 6
locally compact, 4
locally connected, 27
locally finite, 16, 66
locally pathwise connected, 27
loop, 87

base point, 87

map
embedding, 1, 4
open, 4

metric, 59
closed ball, 61
continuity, 60
contractive, 60
euclidean, 60
induced topology, 61
open ball, 61

pseudo-, 59
reverse triangle inequality, 60
space, 59
symmetry, 60
triangle inequality, 59
uniform continuity, 60

metrisability theorem
Bing, 68
Nagata-Smirnov, 68
Smirnov, 70
Urysohn, 68

metrisable, 63
pseudo-, 63

monodromy theorem, 83
monotone, 53

norm, 65
normal, 8

one-point compactification, 39
one-point extension, 4
open map, 4

paracompact, 16
partition of unity, 17

subordinate to, 17
path, 20

FEP-homotopic, 21
initial point, 20
multiplication, 20
reparameterisation, 21
reversed, 20
terminal point, 20

path-components, 26
pathwise connected, 23

subset, 24
Peano curve, 15
point finite, 18
point separating, 2, 10
pseudo-metric, 59

space, 59
pseudo-metrisable, 63

radius, 61
refinement, 16, 66
regular, 8
relative homotopy, 116
retract, 95
retraction, 95
reverse triangle inequality, 60
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Riesz-Markov-Kakutani representation
theorem, 42

second countable, 68
Seifert–van Kampen theorem, 101
seminorm, 65

homogenity, 65
triangle inequality, 65

separated, 24
separating, 2
separation, 23
separation axioms, 7

(T0), 7, 61
(T1), 8, 18
(T2), 8
(T3), 8, 67
(T4), 8
(T2 1

2
), 9

(T3 1
2
), 9

(T4 1
2
), 9

completely regular, 9
normal, 8
regular, 8

sheet, 74
shrinking, 18
simply connected, 94
sphere, 75
spherical coordinates, 75
Stone-Čech compactification, 42, 49
Stone-Weierstraß Theorem, 43
subordinate, 17
support, 17
supremum norm, 42, 65

terminal point, 20
topological closure operator, 53
topological group, 76
torus, 97
total variation norm, 42
triangle inequality, 59, 65
Tychonoff embedding theorem, 11

uniformly continuous, 60

wedge sum, 106
word, 28

concatenation, 28
empty, 28
length, 28
letters, 28
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