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Abstract

With each sequence a = (an)nen of pairwise distinct and non-zero points
which are such that the canonical product

is associated. We give conditions on the difference 5 — a of two sequences
which ensure that 8’ and o’ are comparable in the sense that

3¢, C>0: clay| <|8nl < Clay|, neN.

The values o, play an important role in various contexts. As a selection
of applications we present: an inverse spectral problem, a class of entire
functions and a continuation problem.
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1 Introduction

Our aim in the present paper is to show a stability result for the derivative of
a canonical product evaluated at its zeros when the zeros of the product are
perturbed. To illustrate this task, let us consider a toy example.

1.1 Example. Let f be the entire function f(z) := % The sequence of zeros
of fis +1,—1,42,—2,..., which we denote by a = (a)nen. Then f is given
by the canonical product

f(z) = lim T (1 - ain) (1.1)

lan|<r

Let 8 = (Bn)nen be a small perturbation of a, say

1

E)’ n — oo, (1.2)

,Bn—an:O(



for some ¢ > 0, and consider the corresponding canonical product (we tacitly
assume that the numbers f,, are pairwise distinct and non-zero):

(2) := lim 1- 2. (1.3)
! ' ﬁn<r( 6”)

Then g is an entire function of finite exponential type. The function zg(z) is
of sine type!, and hence the sequence (|8,9'(3n)|)nen is bounded from above
and away from zero. The same is of course true for (Ja,g'(an)|)nen. Since
lim,, o0 2—" =1, we may say that

19" (Bu)l = 1 (em)]; (1.4)

here and in the following we write z,, < y, if there exists a constant ¢ > 0 such
that z, < cy, for all n € N, and we write =, < y, if , < y, and y, < @,
Note that removing or adding a zero changes the asymptotics of f/(«,); so in
some sense, the behaviour of f/(«a;,) depends sensitively on «,. /

Now consider two arbitrary sequences « and 3, only assuming that the products
(1.1) and (1.3) converge. What conditions on the perturbation 8 — « ensure that
(1.4) holds?

In our main result, Theorem 3.3, we give conditions which guarantee that
(1.4) holds. They limit the size of the perturbation in two respects: (1) relative
to the location of «,, and (2) relative to the regularity of the distribution of «
measured by the separation

sa(n) :=min{|ay — an|: k#n}

and by some sort of local density (see r, in Definition 2.6 below). The rough
picture is (as one would expect): if the sequence « is sparse and well-separated,
large perturbations are allowed.

In Theorem 3.3 we do not assume any regularity of the sequence a2. For
sequences that are regularly distributed the conditions of Theorem 3.3 can be
weakened significantly. We make this precise in the two supplementary results
Theorems 3.18 and 3.19; see also Corollary 3.203.

The conditions in our theorems appear to be more or less sharp, cf. Re-
mark 3.5. In order to construct examples to explicitly show this, one would
have to deal with very irregularly distributed sequences, cf. Remark 3.15. To
do explicit computations in such cases seems to be out of reach.

Our motivation to consider the question for stability of | f/(c,)| is that these
quantities frequently appear in complex analysis and spectral theory. They have
significance in a multitude of classical problems, e.g. weighted approximation
problems like the Bernstein problem, power or trigonometric moment problems,
extension theory of symmetric operators, spectral theory of canonical systems,
etc. In such situations often the convergence of series of the form

LFor definition and theory of sine-type functions we refer to [L2, Lecture 22].

?Besides some weak condition in the extremal case that the product (1.1) has positive
exponential type, cf. Remark 3.4.

3What we have observed in the above example is reobtained. In fact, Corollary 3.20 shows
that one may even allow larger perturbations than in (1.2) (although then the function zg(z)
may not be of sine type anymore). See Example 3.22 for more details.



with some ¢, > 0 and p > 0 plays a role. Hence we can invoke our present
results and deduce stability under small perturbations. To illustrate this vague
principle, we discuss in the present paper three applications representing typical
and descriptive instances:

— spectral functions of regular strings (Theorem 4.2);
— the Krein class of entire functions (Theorem 4.4);
— continuations of a positive definite function on an interval (Theorem 4.8).

All those are classical topics. Only in the last example, we make a little excursion
to the indefinite (Pontryagin space) world?.

Another interesting (and more serious) application of Theorem 3.3 is found
in the theory of the Hamburger power moment problem. There, stability of
N-extremality and (in conjunction with Pontryagin space methods), stability of
the index of determinacy of a measure can be studied. These results will be
presented as part of the forthcoming work [LW2], [LW3].

The proof of Theorem 3.3 and its supplements is carried out by accurately
estimating products and, for the case of regularily distributed sequences, using
some facts about growth functions. We employ the standard procedure to split
a canonical product into several parts and estimate each of them. However,
it is not just “business as usual”: the splitting of the product has to be done
depending on a parameter n € N in a somewhat tricky way, and estimates are
required to be uniform with respect to n, cf. Remark 3.17.

The structure of the present paper is straightforward. First, in Section 2,
we provide some preliminary facts about growth functions. In Section 3 we
formulate and prove the main Theorem 3.3 and the supplements dealing with
regularly distributed sequences. Finally, in Section 4 we present the aforemen-
tioned applications.

Acknowledgement. We thank Anton Baranov for discussion on the subject,
and for communicating a stability result for well-separated sequences. The chal-
lenge to cover his result motivated us to push our method further until it reached
the present form.

2 Preliminaries about growth functions

In complex analysis, in particular in the theory of entire functions, the notion
of growth plays a central role.

2.1 Definition. A function X : RT — RT is called a growth function if it
satisfies the following axioms:

log A(r)

; exists and is finite and non-negative;
ogr

(gfl) the limit py := lim
r—00

(gf2) for all sufficiently large values of r, the function A is differentiable and
lim (r%/logk(ﬂ> — 1
r—00 log r

moreover, lim A(r) = oc.
r—00

4Within Pontryagin space theory a variety of applications arises. In order not to overload
the presentation, we decided not to touch upon these topics further.



/

The conditions (gf1) and (gf2)5 ensure that we have Valiron’s theory of proxi-
mate orders available, cf. [L1, Section 1.12] or [LG, Section 1.6]. Note that the
logarithm of a growth function is often called proximate order.

Typical examples of growth functions are functions of the form

A(r) =r- (log(ml) r) b — (log(m”) r)b” (2.1)

for large enough r; here a > 0, m; € N, my < ... < my, by,...,b, € R, with
b1 > 0 if a = 0, and log,, is defined by

log(qyr :=logr, log(j,4qy 7 = log (log(k) r), keN,

for large enough 7. For the function in (2.1) we have p) = a.

As for the classical notion of order, also for general growth functions the
growth of an entire function is related to the density of its zeros; see, e.g.
[Ru, Theorems 13.5.2-4]. Comparison of the growth of an entire function with
functions of the form (2.1) goes back as far as to some work of E. Lindel6f in
the early 20th century. However, in the present context we use growth functions
only to handle the distribution of sequences.

2.2 Remark. Let X be a growth function. Then the following statements are
true.

(1) lim % = CP* uniformly in C' on compact subsets of (0, 00).
700

(#4) For sufficiently large values of r the function A is strictly increasing.

A(r)

ro

(#i7) Let o > 0; then, for sufficiently large r, the function is increasing if

o < px and decreasing if o > py.

A proof of (i) can be found in [L1, Lemma 5 in 1.12] and [LG, Theorem 1.18,
Proposition 1.19]. Item (i7) is a direct consequence of (gf2). Finally, (éi7) follows

from the relation , /
] = e 5)

and the fact that lim,_, %S) = px by (gf2). /

Property (¢) in Remark 2.2 says precisely that a growth function is a regularly
varying function as defined, e.g. in [S, Definition 1.1]. However, we need the
more special concept of a growth function since we use the properties (i) and
(#i1) and the fact that A\(r) — oo, 7 — o0; regularly varying functions do not
have the latter properties in general.

The whole importance of a growth function lies in its behaviour at +oo. It
is thus no loss of generality to assume additionally that

(gf3) the function A is differentiable, strictly increasing and bounded away
from 0.

!
Tf\‘(gy = p) is required. If py > 0, then,

clearly, this is equivalent to (gf2). If py = 0, (gf2) is stronger.

5Instead of (gf2) often the condition lim,—_s o0



From now on we always include this property in the notion of a growth function.

2.3 Remark. In Subsection 2.2 we define sequences using the inverse of a growth
function. Let us therefore state that a function p : (a, 00) — (0, 00) is the inverse
of a growth function (satisfying (gfl1)—(gf3)) if and only if

e a > 0; p is surjective and differentiable with positive derivative;

e py = Sl;ngo Tog ( 5 exists, is finite and non-negative;

° hm (9;; (9)/101;5,85)) =1.
/

2.1 Upper and lower densities

For a sequence ¢ of real numbers and a growth function A, several densities are
defined.

2.4 Definition. For a sequence £ = (£, )nen of real numbers, set
ng'(r) =#{neN:0<¢, <r},
neg (r) =#{neN: —r <&, <0},

ne(r) =#{n eN: |§| <r}.
The upper and lower right A-densities of £ are defined as

ng (r) ng (r)
Fe) o T 3 + _
AY () = hgs;;p ) NG lrrgloréf )
Similarly, the upper and lower left A-densities are
o w g
AT (&) '_h?iigp OR 5, (&) = hrn_kg‘}f OR

and the upper and lower \-densities are

AA(E) = limsup ”j((’”)) 2(€) = lim inf Tf((:)).

/

The following facts are elementary and are proved in the same way as [Bo,
Lemma 1.5.1], which is nothing but the case when A(r) = r. We skip the
details.

2.5 Lemma. Let X\ be a growth function and let £ be a sequence of real numbers.
Denote by £ and £ the (finite or infinite) subsequences of & consisting of the
positive or negative, respectively, elements of & arranged according to increasing

modulus and indexed with n =1,2,.... ThenS
55 (€) = liminf o AT(€) = lim sup L
A n— 00 /\(fn) A n—00 )\(fn)
0y (§) = liminf ——— A (§) =limsup ————.
A n—00 A(\gnn A n—so0 A(\§n|)

6We tacitly understand the limit of a finite sequence as 0.



For a sequence £ we introduce two measures for the regularity of its distribution,
the below defined values s¢(n) and r¢(p,n). The first is just the separation of
the sequence, the second measures whether large lumps of points appear in &.

2.6 Definition. Let £ = (&,)nen be a sequence of real non-zero numbers and
let p > 1. Then we define

55(”) ::inf{|§k7§n|: kGNa §k7é§n}; HEN,

Ts(pm)::#{keN: %6<%,p>}, neN.

/

For each infinite sequence & of real numbers that has no finite accumulation
point, there exists a growth function A with 0 < Ay (§) < oo, cf. [L1, Theorem 16
in I1.12]. However, it need not be possible to choose A such that also (&) > 0.
This is related to the possible existence of large clusters of points in £&. A
quantitative statement is the following lemma.

2.7 Lemma. Let £ = (§,)nen be an increasing sequence of positive real numbers
that has no finite accumulation point. Let \ be a growth function and assume
that & has finite upper and positive lower A-densities. Then, for each p > 1,

re(p,n) =0(n) and Y % =0(1), n— . (2.2)

Proof. We set

e ne(r) o ne(r) o Alpr)
dy = r1§gf1 NOR dy = sup

= , c, = sup . 2.3
e T R e VP (2:3)

Our assumption implies that d; > 0 and dy < 00, and Remark 2.2 (i) and (gf3)
imply that 1 < ¢, < co. Thus we can estimate

d2 Cp o d2 Cp

7"5(/), n) < n&(pfn) < d2)‘(p£n) < d2cp/\(§n) < Tnﬁ(fn) = a0 -n,
1 1

which shows the first relation in (2.2). Next, set
1
ki(n):=max{keN: & < p&}, k_(n):=min{keN: ;fn <&k} (24)
Then
1
) = nelpgn). h-(m) =ne( 6 +1

Moreover, let ng € N be such that %fno > ¢&. Then k_(n) > 2 if n > ng. For
such n we estimate

Ba(n) _ ne(pfn) _ daMpn) _ dacyM(&) _ dacs

F(n) =1 ne(2) © aN&) T diAE) 4

>



Clearly, lim,, o, k1 (n) = lim,_ k—(n) = oo, and hence (here v denotes the
Euler—-Mascheroni constant)

kEN: 1€, <€ <pkn

as n — oo. a
2.8 Definition. We call a sequence & of convergence class with respect to a
growth function \ if
1
> 3T <
neN )\(|€n‘)

/

For example, the sequence &, = n# where p > 0 is of convergence class with
respect to the growth function A that satisfies A(r) := r?logr (loglogr)? for
large r, but it is not of convergence class with respect to A(r) := r”.

The next statement is an analogue of the classical case when A\(r) = r* and
is proved in the same way, cf. [Bo, Proof of Lemma 2.5.5]. We again skip the
details.

2.9 Lemma. Assume that & is of convergence class with respect to the growth
function X\. Then
ne(r) = O(A(r)), r — 00.

The converse of this fact is not true (as already seen from the above mentioned
example).
2.2 The standard sequence A

With a growth function we associate a sequence that has most regular behaviour
with respect to .

2.10 Definition. Let A be a growth function. Then we define the standard
sequence A = (A )nen associated with A by

/

First, we collect some simple properties of this sequence. Recall that the con-
vergence exponent of a sequence & of non-zero numbers is defined as

|
n=1 1>"



2.11 Lemma. Let A be a growth function, and let A be the standard sequence
associated with . Moreover, let py be as in (gf1). Then the following statements
hold.

(i) The sequence \ is strictly increasing.

(it) We have ng(r) = [A(r)]; here |x] denotes the largest integer less than or
equal to x.

(iii) We have Ax(\) = dx(A) = 1.
(iv) The convergence exponent of:\ s equal to py.

Proof. Ttem (4) is clear from our additional axiom (gf3). For item (i), let n € N.
Since A\, = A\71(n), we have )\, < r if and only if n < A(r). This shows that
ns(r) = [A(r)]. Item (iii) is obvious from (ii), and item (iv) follows since the

S . log ns (r
convergence exponent of A can be computed as p; = limsup,_, gl;ogxr( ), see,

e.g. [Bo, Theorem 2.5.8]. a

For standard sequences we can control s5 and r5. These estimates are used
in the proof of Theorem 3.19.

2.12 Lemma. Let A be a growth function, and let p > 1. Then

1 1 1
20(31), 3> H:o(” ?g"), n—oco. (2.5)
s5(n) A ketirign M — Al An

2kl
X e(pup)

Proof. Let k,n € N. We use the mean value theorem to obtain a point 6,
between k and n with

. . k—mn
A=A =A""R) =AM () = . 2.6
k ( ) (n) A/()\_l(ek’n>) ( )
Due to (gf2) we have X (r) < C@ with some C' > 0, and hence
N On)) < C’fki’”. (2.7)
AT (ak,n)
For kK = n + 1 this yields
1 0
= N(\"'(0 <Ot
R a5 1
(2.8)
<colrtl _ontl
A~ H(n) An
If \,—1 > LA, then (2.6) and (2.7) with k = n — 1 yield
1 n n
: : <C= <Cp+—. (2.9)
[P TR WS W



If /o\n_l < %/O\n, then
1 1 1
<

This together with (2.8) and (2.9) shows the first relation in (2.5).
Due to Lemma 2.11 (4ii) we can apply Lemma 2.7 and obtain r5(p,n) =

O(n). Assume that i—’“ € (%7/)). With ¢, as in (2.3) we have

E A% _ ApAn) .

nooa(A) T A() 7
which implies that 0, < c,n. Moreover, A‘l(ﬁk,n) is some point between /\k
and A, and hence \71(6y. ) > %)\n. Hence

1 N(A~L(0 1 O n
D D D
keN: k;én| — kEN: k#n keN: k#n k,n
2Ee(Lp) et %e(%,m

p ' kEN: k# An
A o1
se(se)
as n — oo. a

Next, let us investigate growth functions A such that \ is of convergence class
with respect to A. Since

nEN nEN
one has to choose a slightly larger growth function in order to achieve con-
vergence class. For example, the choices A(r) = A(r)(log )\(r))2 and A(r) =
A(r)log A(r) (log log )\(7“))27 for large r, will always do the job.
The next statement can be seen as a refinement of Lemma 2.9. Thinking of

the example below Definition 2.8, this fact is no surprise. This estimate is used
in Corollary 3.20 below.

2.13 Lemma. Let A and A be growth functions such that the standard sequence
A is of convergence class with respect to A. Assume that % is, for sufficiently
large values of r, non-increasing.

If px > 0 or the function 10g250) is mon-increasing for large r, then

A(r)log A(r) = O(A(r)), T — 00. (2.10)
Proof. Let n € N. Then

[ vz [ v
AN(r)dr < S / A(r)dr
5, A(r) AN J5.,
1

= m()‘(/\wrl) - )‘O‘n)) = ma




which implies that [, A(7 sA'(r) dr < oo.

First, assume that py > 0. Then we find ro > 1 such that 1)\‘2:,)) is non-
increasing for r > r¢ and, by (gf2),

Ar
N(r) > %(T, r>rg.
Hence, f:}o A(IT) AS"T) dr < oo, and integrating by parts gives (R > 7¢)
1 )\ (r)
> = / A(r) r A r d?“
A(R) A(ro) /R A(r)\
=—=logR— 1 - logrdr.
A R 2 70 ), ) s
<0

(R)

We see that % log R remains bounded when R tends to oo, and hence (2.10)

holds since X satisfies (gfl).

Assume now that log )‘(r) is non-increasing (for large r). Then we can choose
ro > 1 such that )‘Er% and log;‘(:) are both non-increasing for r > rg and that
1 A(r) log A(r)
N(r) > = >
()= 2 rlogr r=To
Again we integrate by parts and obtain
A(r) logA(r) 1
2 —X -—d
o= / A(r) A(r) logr r
AMR)log A(R) )\(ro)log A(ro) B A(r) log A(r)\/
— — — ( ) -logrdr,
A(R) A(ro) ro \A(r) logr
<0
which, also in this case, shows that % is bounded. a

2.14 Remark. The hypothesis of this Lemma 2.13 is satisfied in ‘most’ cases.
(1) In order to construct a growth function A which makes A of convergence
class, it is natural to multiply A with some growing factor, in which case A((r% is

non-increasing. (2) Assume that py = 0. Then % is a positive function (for

large 7), which tends to zero. Thinking of A as a regularly behaving function,
requiring monotonicity appears to be not too restrictive.

If A is given by its inverse function p, then one can characterize the assump-
tions in Lemma 2.13 in terms of pu. Namely, % is non-increasing if and only

if A(“(S)) is non-decreasing; lolg)‘(r) is non-increasing if and only if log“( )
ogr log s

non- decreasmg Note also that if u(s) = O(s?), s — oo, for some o > 0, then
P >1 - > 0. /

is

10



3 Stability theorems

Let us introduce the precise setup.

3.1 Definition. We denote by S the set of all sequences & = (£,)52, of real
numbers that satisfy the following conditions.

(S1) The sequence ¢ consists of pairwise distinct non-zero points and has
no finite accumulation point.

(S2) Denote by £t and £~ the (finite or infinite) subsequences of £ con-
sisting of all positive or negative, respectively, elements of £ arranged
according to increasing modulus”. Then

where we tacitly understand the limit of a finite sequence as being

equal to 0.

(S3)  The limit
Jim > I

[Enl|<r

exists in R.

/

Note that we assume no particular ordering of &; only ¢+ and £~ are ordered
with increasing modulus. We also mention that (S2) is equivalent to

83 (6) = 05 (§) = AY(§) = A (§) € [0,00)

for A(r) = 7.
With each sequence { € S we associate an entire function Pe, namely the
canonical product connected with .

3.2 Definition. Let £ € S. Then we set

Pe(z) = rlin;o (1 - ?), zeC.
[€n|<T "

/

Because of (51)—(S3), this limit exists locally uniformly on C and represents an
entire function of finite exponential type whose zeros are all simple and located
exactly at the points &,, n € N.

The following statement is the main result of this paper.

3.3 Theorem. Let a € S and let A be a growth function such that, for suf-
ficiently large r, the function @ s either non-increasing or non-decreasing.
Moreover, assume that o is of convergence class with respect to A, i.e.

1
> o) < oo. (3.1)

neN

"Both sequences are supposed to have finite or infinite index sets of the form 1,2,....

11



Further, let B € S be a small perturbation of a in the sense that the difference
~v = — a satisfies the following conditions:

(A) | = o(Ala;iD), n - oo; (3.2)
(B) (s(;y(nn))neN <t (3:3)
Jp>1: 8:("”) _o<ra(;7n)>, n — oo, (3.4)

where s and ro are defined as in Definition 2.6. Let P, and Pg be the canonical
products associated with o and (3, respectively. Then

|PL(an)l < [P(Bn)l,  n— oo (3.5)

3.4 Remark.

(1) If pao < 1, then Al is decreasing for large 7 by Remark 2.2 (497). In this
case, Condition (A) allows 7 to grow (although the conditions in (B) still
have to be satisfied, which may prohibit this). If Al g non-decreasing,

T
then v must be a bounded sequence.

(#) Let us comment on the role of the condition (S2) and (S3) which are
required from the start. What we want to do (and what we are able to
do) is to estimate the derivative of functions which are of finite exponential
type and represented as a product P, and not of canonical products which
include exponential factors. In order to ensure that P; convergences and is
of finite exponential type, of course some requirements on £ are necessary,
namely at least that the genus of the sequence £ does not exceed 1 and that
(S3) holds. Condition (S2) on existence and equality of angular densities
is of course not necessary purely for convergence. It is related to regular
growth: in the applications which motivated us to study this stability
question at all, sequences are zero sequences of functions of Cartwright
class and thus satisfy (S2).

We should point out that, as soon as we deal with (zero sequences of)
functions of minimal exponential type, both conditions (S2) and (S3) are
automatic (by Lindeldf’s theorem).

/

3.5 Remark. The following intuitive picture can be regarded as commonly ac-
cepted (believed):

At places in the vicinity of which the sequence o is well separated the asso-
ciated sequence &' = (P! (cawn))nen behaves regularly and can be controlled. On
the other hand, points of a being close to each other give rise to peaks in o', and
lumps of points being close to each other produce peaks which even may spread
out over neighbouring points.

Hence, it is to be expected that a perturbation of o which does not influ-
ence the behaviour of o’ should be asymptotically smaller than the separation
Sq of a. The perturbation must certainly be limited by the separation of «

12



because otherwise, we could remove or add zeros, which definitely changes the
asymptotic behaviour of o’.

The conditions (A) and (B) are quantitative instantiations of this idea. For
(B) this is obvious: (3.3) rules out perturbations which produce close points,
and (3.4) rules out that lumps of points appear in the vicinity of a,,. To under-
stand (A), it is advisable to consider an example of a very regularly distributed
sequence where all involved quantities can be computed explicitly. Take, e.g.
the sequence a,, := n° with some o > 1. Then s4(n) < n°~!, and we may
choose for A, e.g. A(r) := 7= logr (loglog r)2. Condition (3.2) becomes

vl _ 1
sa(n) logn (loglogn)2 )

We see that (A) requires the perturbation to be only slightly smaller than the

separation, but, contrasting (3.3), that SIV&L‘) tends to zero in a controllably
regular way. We discuss more examples in Subsection 3.3. /

We split the proof of Theorem 3.3 in two subsections.

3.1 The basic estimates

First note that

1 n
Pé(fn) = 757 TILIEO‘ H (1 - %c), n € N. (3.6)
Ekl<r
k#n

In this subsection we provide two general estimates for quotients of such prod-
ucts; see Propositions 3.6 and 3.9 below. The first one deals with factors where
& is small.

3.6 Proposition. Let the following data be given:

— a sequence & = (§,)nen of non-zero real numbers which has no finite ac-
cumulation point;

— a growth function A such that & is of convergence class with respect to A;
— a sequence v = (Vp)nen of real numbers with v, # —&,, n € N.
Denote by r,, the unique positive numbers with r,A(ry,) = |€,], let ¢ > 0 and set
Jn(e, A) = {k eN: & < crn}.

Moreover, set n, ==&, + vy, n € N.
If the sequence v is subject to the condition

[
v \:0( ) n - 00, (3.7)
" A([&n])
then
1—In 1 In
0 < lim inf 11 - 2| < limsup 11 —| <0 (3.8)
kedn(c,A) & &k P70 keda(eA) T &

13



It is shown in the proof below that n ¢ J, (¢, A) if n is large enough, so that the
products are well defined for such n.

We frequently use the standard procedure to estimate products by taking
logarithms. The following remark is of course trivial; however, since our esti-
mates have to be uniform with respect to several parameters, it is better to be
precise (we return to this note in Remark 3.17).

3.7 Remark. Let I be a finite subset of N, and let z,,, n € I, be real numbers
with |z,| < 4. Then

log| [T (1 +2a)| | <logd- ) |aal. (3.9)
nel nel
This is obvious from the fact that
<log(l+ |z|) < |zl, x € R,

log |1 + z| {

> log(1 — |z]) > —(log4)|z|, |z|< 3.

Of course, the inequality in (3.9) then leads to the estimate

H(l + z,)

nel

e 1084 e lanl < < elogd Xner lznl, (3.10)

/
Proof of Proposition 3.6. First, we collect some simple facts.

(i) The numbers 7, are indeed well defined since the function rA(r) is a
bijection from (0, c0) onto itself. Moreover, lim,, o, 7, = 0.

(#1) We have ﬁ = ﬁ — 0. In particular, for n sufficiently large, r, < |&,].

For such values of n,

Tn 1 1
_ = >

|€n] Arn) — A(|€n|)7

[€n
and hence r,, > AT

(791) We have Lol — O(47+ ), and hence

[€nl A(En)
vl -l
lim — =0 and lim — = 1. 3.11

(iv) Let ¢ > 0. Then, by (ii), there exists an ng € N such that r, < %,
n > ng, and hence

1
1€k| < Z|§n|, k€ Ju(c,A), n>ng.
Using (3.11) we conclude that there exists an n; € N such that

1
k| < §|77n|, ke Ju(e,A), n>nq.
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(v) For n > ng we have k ¢ J,(c, A) whenever |{x| = [£,|. In particular,
n ¢ Jy(c,A). For such indices n, the products in (3.8) are well defined.

(vi) For each finite subset M C N, there exists an ny € N such that

M C J,(c, A), n > no.

(vit) By Lemma 2.9 we have

#J,(c, A) = ng(ery,) = O(A(Tn)), n — 00.

Now we come to the actual proof of Proposition 3.6. Choose N € N such that

—1
n 1
lval _ {leuplle} Sl 1
1€nl = L ten |l | — 4

&k |

and choose N1 € N, N; > N, such that

n >N,

|

|

INA
N | =

n> N, ke J,(c,A),

l\D\H

{keN: k< N}CJy(c,A), n > Nj.

We rewrite (using the shorthand J,, := J,, (¢, A))

1— In Nk
H gk _ erJn, (Z H EkMn . H fknn7 n> Ny, (3.12)
keJ, 1 - 57 erJn (fn I;Ci{v fnnk k<N g’ﬂnk

and consider each factor separately.
For the product in the denominator of the first factor, we estimate

&k &kl

maXgej,

cry

1< (F#T) S =2 A(r) = c
PG, n €l
For the product in the numerator, note that
Tk <s Nk ’ én &k
sup sup |— =.
Tin keN gk neN ! Tn gn

Hence, the same estimate applies.
Next, we write

EkMn _1+£k(77n_§n)_(77k_§k)£n :1+£7kyl_&

Enlle Eni e &n Mk

and, using (i%), (i) and (vii), we can estimate

gk Up |Vn‘ gk |Vn| |Vn|
Jn E2A(Irn]) € 22A(E,]) = O(1),
Z‘nm e s [k S Al S (A = o)
1 1
_r <
& ‘ <i‘éN‘ ‘ ‘ Aledl) Z AQah =

15



By our choice of N, we have, forn > N, k € J,, kK > N, that

1
ol 6]l
16l ten Im] >N ] T 2

gk Un Vi

Mk fn Nk

and hence Remark 3.7 can be applied to the second factor in (3.12). The same
is true for the products in the first factor. Hence the estimate (3.10) implies
that the products in the first three factors are bounded from above and away
from zero uniformly in n.

It remains to notice that

lim ] Skl _ I1 Sk 4

S

a

Proposition 3.9 below contains a key estimate. In its proof we use the following
fact.

3.8 Lemma. Let A be a growth function, p > 1 and R > 0 such that %T) 18

non-decreasing and AT(;) is non-increasing on [R,00). Then
b P A(]b]) a 1
S : ) a,bER, aab ZR, 7 (77p)'
a(a—b)‘ =1 TolA(la]) b= R g E g

Proof. We first consider the case when a,b > 0. If
(1 — %)b > (1 — %)IL and hence

¢ < %, then |a — b] =

A(a)
‘a(abb)‘gllflj'i:ppl-(a/Ag)b)).lm_

Since R < a < 1b < b, it follows from the monotonicity of w that the second
factor is bounded by 1.
If ¢ > p, then [a — b = (1 - 2)a > (1 — 1)a, and hence
a 2

’ b ‘ < 1 b p A(a) Ab))  AD)

ala —b) _1—%a2_p—1 a? b2 bA(a)

Since R < b < %a < a, the second factor is bounded by 1, where we used the
A(r)

monotonicity of =z*. Putting this together we obtain the required estimate.
Next assume that a,b < 0. The already proved case, applied to |al, |b|, yields

| b - b ‘< p . A(b)
a(a=b)1 |lal(lal = B[} | = p =1 [b|A(lal)

It remains to consider the case when a and b have different signs. Then, using
the same estimates as above, we obtain

1
— i [b] > |al
I R A(Jb)
ala=0)1 " fa|(lal +18]) =) B . = [blA(lal)’
( ) |a|2 if |b| < |a]
which finishes the proof. a
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3.9 Proposition. Let the following data be given:
— a finite subset I of N;

— a sequence § = (&)rer of pairwise distinct and non-zero real numbers;

a growth function A and Ry > 0 such that AE,T) is either non-increasing

or non-decreasing on [Rg,00); in the latter case assume, in addition, that

% is decreasing on [Ro,o0);

— a number p > 1;

— a sequence v = (Vg )ker of real numbers with v, # —&, k € I;

— an element n € I.

Set
1
= — (3.13)
40225 +1)
g = & + Vi, kel,
and

V| |V
Sitn) =3 12 S= D ey
kel keI, k#n
e(d,p)

1
) S. = n E e ¢ 0
=7 A(I€k]) H = keI, k#n 1€ = &l

¢
2e(.0)

S10) + pS2(0) + L T() + - Saln) + S0

1 p—1

800 = 12| L i) + () + L Salm) + pSalo)|-

Assume that

|V |

|V

|k
<5 <6 <4 > Ry, 3.14
AR sery =l = ek (3.14)

where s¢(n) is defined as in Definition 2.6.

Vkel:

(1) If %T) is non-increasing on [Rg, o), then

1 — n

log H 172: < O(n). (3.15)
kel = &
k#n

17



(id) If @ is non-decreasing on [Rg,00), then

1 —In
[ —= / )
log — 3= _
( i kl;[, (1 nk)‘
Proof.

k#n
Step 1: rewriting products. For k # n we can rewrite

T Gl =) g &k =) — (€ — &)
1— %: nk(gk - gn) nk('gk - gn)
gnnk - gknn -1 + fn(nk - gk) - fk(nn - gn)

nk(fk - gn) nk(gk: - gn)
Enlk — Ekn
— A7
el — &) (317
The latter expression can also be written as
_ Un Enli — Ekln + Vn(gk - fn)
! Nk A M (Ek — &n)

< B(n). (3.16)

. Vl gn(yk *Vn)

(& — &n)
e

Using (3.17) and (3.18), respectively, we obtain

N
RS _ gnd - é-k:Vn:|
H 1-— 4o H [1 " k(e —&n) ]’ (3.19)
o7

kerll_i?’“ V(v — vn)
T - I[-0-2) 5@z oo

kel k#n
Step 2: Remark 3.7 is applicable. Our assumptions imply that, for each k € I,

‘ ‘1+ >1—‘ ‘>1—6

Mk
& &k

Un

1--= Un 1——5_
‘ Mk & 1-9

Moreover, Lemma 3.8 applied with the growth function A

1 &n
o1 et (o)

|§kf«sn| ! %6 ( 2):

>1-[):

—~ =
B
N
|
< .
[ogs!
=
<
(€]
o3}

(3.21)

i
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and hence

Gk pf1|§:| - 5[)51 if%¢(%’p)’
Ee(&r — &)l — p% < 6p y %:6 (%,p)
‘% _ ple:l' <05 if%¢(%’f’)’
b= p% < &p if %e (%,p),

Both expressions are bounded by 5 i in each case. The definition of § yields

2
§< % and I < 35, and thus we obtaln

gnyk_gk’/n _ gk( gnyk _ Un )’

e (Er — &n) M \ &€k — &) &k —&n
< 1 ( fnl/k ‘Vn| )
T 10 \|& (& — &) se(n)

1 p2 1 1 1 1 1 _ 1
51_5<5p_1+5) <p5(5+9) < 1_5(§+1) =3
and
‘(l_yn>1§n(yk—yn) _ 71' gi’ gnyk . gnl/n
Mk e (Ek — &n) el 16k —&n) &k —&n)
1-6 1 g1 2 1

1-25 1-6 Tp-1-"1-2.1 8 2

NI

Therefore we can apply Remark 3.7 to the right-hand sides of (3.19) and (3.20)
and obtain the estimates

1— = Enlk — iV,
log Hiﬂk ‘: log H[1+nk"}
571, —
per 1— 8 P Mk (§k — &n)
k#n k#n
fnl/k ngn Enli Un
<log4y" _ 42’ ’
| Mk (& — &n) = &l —6n) & —&a
k#n k#n

Z‘ﬁk—fn

10g4 Enlk
- 1— (Z‘fk &k — &n)

) 322)

19



and

1—
I1,—¢

k
10g< kel _fk/
k#n

I(-2)|)

kel
k#n
- )8 Gl )
— 10%}}1[ (1 77k> e Ee(&r — &) ‘
logd S [1— |7t |8k Sk = Entn
<log ;!1 ﬂk‘ Er(Er — &n)
k#n

log 4 EnVi
- 1_25<Z’§k &k — &n) ) (3.23)

Step 3: estimating sums. It is relatively straightforward to estimate the expres-
sion that appears as the first sum in both (3.22) and (3.23). To this end we
split the summation into two parts: the first inequality in (3.21) gives

Enln
Z‘fk €k —&n)
k;én

Eni p el o _p
w1 S S1(n)
o ‘ﬁkfkfﬁn) p—1 ; &l — p—1
&¢(Lp) gL
and, by the definition of S3(n), we have
|| <ot
kT, ,#n k(& — &n)
el )
Next, let us estimate the second sum in (3.22) under the assumption that @
is non-increasing. If 5" - € [77 7] then | — &n| = ’ — 1| [nl = (1 - %)\§n|
Hence ol )
P Vn ( ) P
—ne( =& ) < ——=T(n).
kGI 'Ek_gn _1‘§n| ¢ p|n| p—1 ()
ael-p;
If g—: < —%, then | — &| > |&k] and [&] > %|§n| > Ry. Hence, using that @

is non-increasing on [Ry, c0) we obtain

1 Al&]) 1
sk ‘—'””' 2 &l = > 6l A(1E)

. ke[ el (el
Sk Sk ~_ 1 Sk
ST & < <7

A(l\fnl) 1
< npi. — < p8S- .
< ol Tl Z,@ A <5

20



If g—: > p, then & — &, > (1— %)|§k| and |€x] > pl€,| > |€n]- We can again use

the monotonicity of @ for the estimate

1
Z ‘Sk—fn = | vl Z \f e ‘ vl Z |§k A(|§k|)

kel kel kel

3% 3% Sk
£ 2P &, 2P € 2P

f1|l/n|A(|£nD . Z 1 53( )

%‘;ZP
By definition
V’I’L
Z ‘é‘ —¢ = 54(71)
Keljn k= sn
En E( KlJ ’p)
and hence
p P
3 < L)+ (o - 27)Sa(m) + Saln)
kel gk - fn p— 1
k#n
if @ is non-increasing on [Ry, 00).

Finally, we have to estimate the second sum in (3.23) under the assumption
that A(r) is non-decreasing. Since AT(ZT ) is decreasing on [Ry, 00) in this case by

assumptlon, we can apply Lemma 3.8 with the growth function A, which yields

] <L) Y < L _S3n).
kel Ek gk - £n) p— 1 kel |£7L|A(|€k|) P — 1
g(d.p) d(L.p)
Furthermore,
&n ’ 1
> laeegl <ol S ey = s,
kel k#n & (&n KELktn 1€k = &nl
tEe(d,p) tEe(d,p)

Putting these formulae together we obtain the required estimates (3.15) and

(3.16). 0

3.2 Finishing the proof of Theorem 3.3

Throughout this subsection, let «, 3, v and A be as in Theorem 3.3.

3.10 Remark. In the next subsection (Section 3.3) we show that, for regularly
distributed sequences, Hypothesis (B) in Theorem 3.3 can be weakened. There-
fore it is important to keep track at which places (B) is used. We mark those
places with é. /

3.11 Remark. For the proof we may assume, without loss of generality, that
pa < 2. In fact, since, by Condition (S2), o must grow at least linearly, we
can always use A(r) = r (logr)?, for which we have py = 1. Clearly, Condition
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(A) becomes less restrictive if A is chosen smaller. In particular, if Ay, Ay are

two growth functions with pa, < pa,, then it follows from Remark 2.2 (4i7) that

ﬁié:; is increasing for large r.

Moreover, note that if py < 2, then AT(;’ ) ig decreasing for large r again by

Remark 2.2 (i43). /

The strategy is to cut off the sequences o and 8 at a very large radius r, split
the product into two parts, apply the estimates for finite sequences from the
previous subsection and show that these are uniform in . Then we pass to the
whole sequences again.

In order to be able to apply Proposition 3.9, we must make sure that the as-
sumption (3.14) is satisfied. Let r,, and J,(c, A) be defined as in Proposition 3.6
using the sequence « instead of &, i.e.

ral\(ry) = |anl, Jn(e, A) = {k eN: |ag| < crn}.

3.12 Lemma. Let A be a growth function and Rg > 0 such that @ s non-
increasing or non-decreasing on Ry, 00) and that (;“) is decreasing on [Ry, 00).
Moreover, let § > 0 and p > 1 be given.

Then there exist ¢ > 0, 1o > 1 and Ny € N such that, for each n > Ny
and r > |ay,|, the following data satisfy the hypotheses of Proposition 3.9 (i.e.
it satisfies (3.14) andn € 1):

— I:={keN:rog<|ag| <r}\ Julc,A);

— &= (ap)ker;
— A and Ry;

— p;

— v = (V)ker;
— n.

Proof. Assumption (A) implies that ml = O(A(‘a |)) k — oo. In particular,
limg o0 % = 0. Moreover, by (3.3), we have
el &
k—00 Sa(k})

Hence we can choose rg > pRy such that

M <¢ and [ <46 for all k with |ag| > 7o, (3.24)
|aug| sa(k)

which shows that the second, third and fourth condition in (3.14) are satisfied.

Now set ¢ 1= supcy ||zk “A(|ak\), define

and choose Ny € N such that

Vn>No: {keN:|agl <ro} CJp(c,A) and n ¢ J,(c,A), (3.25)
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which is possible by items (vi) and (v) in the proof of Proposition 3.6. This
shows, in particular, that n € I.
Now let k € I. Then |ag| > cry since k ¢ J,(c,A). Remembering that

T > AETZZJD by item (74) in the proof of Proposition 3.6, we obtain that

|an| C1
Il < 1 < arn < —fag] = dfal, (3.26)
A(|an|) c
which proves the first condition in (3.14). |

In order to proceed with the proof of Theorem 3.3, choose p > 1 such that
the condition in (3.4) holds. &

Define 6 as in (3.13). Then ¢ > 0, and we can use p and ¢ in Lemma 3.12.
Note that the assumption on A in this lemma is satisfied because of Remark 3.11.
If we use the data from Lemma 3.12 in Proposition 3.9, then we obtain the
bounds in (3.15) or (3.16), depending on the monotonicity of @ Of course,
these bounds depend on r because the set I in Lemma 3.12 depends on r; let
us write I(n;r) instead of I in the following in order to make this explicit.

Moreover, we write
O(n;r), T(n;r) etc.

for the expressions in Proposition 3.9.

3.13 Lemma. The following relations hold:

Y:= sup sup O(n;r) < oo, ¥:= sup sup O(n;r) < oo.
n>No rER n>Ng r€ER
r>|an| r>|an |

Proof. Set ¢i 1= supycy mAﬂak\), which is finite by Hypothesis (A). Then we

ok |
have the following r-independent bounds (o and O notation is for n — 00):

= gl 1 1
s = 3 Llse X qap=e X wan O

kel(n;r) keN
lak|>cry

So(msr) = Y el o > SJ&[) < > SL?(’C;) % 01),

ap —
keI(n;r),k;én| k= O keI(nir), kn keN

~—

ame(5.0) ame(5.0) lag|>cry,
[Vnl 1 1
S3(n;r) = A(|an|) <c = o(1),
M0 2 W) < 2 K]
|k |>crp
Simr) =l Y <l ralom) —— £ 0()
4 ; = n T = n| " « b) = b
kel(n;r), k#n |O£k B Oén| Sa(n)
2Ee(L.p)
|Vn| na(|an|)
T(nir) = —nalon|) < co———% = O(1);
|ovn| o A(|an|)
the last estimate follows from Lemma 2.9. a
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3.14 Remark. If we slightly strengthen (3.4) to S‘Z("Tl) = o(m) and assume,

in addition, that n,(r) = o(A(r)), then we may assert in the above lemma that

lim sup O(n;r)=0 and lim sup é(na r) =0,
n—00 .cR n—00 rcR
Tzlan‘ r>|an|

respectively. /

3.15 Remark. The estimates used for Sg(n;r) and S4(n;r) may seem rather
careless. However, for wildly behaving sequences «, they can be sharp. Such
sequences are for example constructed by mixing lumps of points of the following
two kinds leaving sufficiently large empty intervals in between them:

e Type 1:
%an o, pou,
| 2, |
1 7R&E 1
Uak’s U
lag, — an| ~ sa (k)
o Type 2:
%an o, pou,

1
~T n
kel k#n loe —on] (e, )Sa(")

Xk 1
Tne(;?p)

/

Having available the uniform estimate from Lemma 3.13, we can now complete
the proof of Theorem 3.3. We only have to take care of the following slight
subtlety.

3.16 Remark. Let I, m € N be such that o; < a,,, are two consecutive members
of the point set {ay : k € N}, and assume that |a;|, |am,| > ro. By our choice

of ¢ in (3.13), it follows from the second inequality in (3.24) that Sb(’“,l) < & for

k =1 and k = m, and hence

Bl < ﬁ’mu ap < Bma Bl < O,

i.e. the pair {oy, 8} is separated from the pair {;,, B - This implies that, for
each sufficiently large r (where ‘A’ denotes the symmetric difference),

#({keN: |ag| <r} A{keN: B <r}) <2.
/
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Let r > ro be given and assume that {k € N : rg < |ag| < r} # 0. Then we
define k4 as the index with

Qf, = max og.

+ ap<r

If the set {k € N: ap > r} is non-empty, we define £/, as the index with

Q. = min oy
k+ ap>T

and say that ‘A exists’. If {k € N: op > r} = (), we say that &/, does not
exist. With this notation we set

2 \—1
(1 - m) ’ ﬁkJr >,
Q:_(Z) = 1— ?

Bry,’

, otherwise.

K', exists and ﬂk; <,
1

Indices k_, k" and a function @ (z) are defined in the similar way, taking care
of the left endpoint of the interval [—r, r].
A(r)

Proof of Theorem 3.3: the case when =~ is non-increasing. Let n > Ny and

r > |ay|. Then, using (3.25), we can write
{keN: oy <7} =Ju(c,A) U [{k EN:ro <oy <7\ Jn(c,A)],

and this is a disjoint union. In accordance with the paragraph before
Lemma 3.13, we denote the second set in this union by I(n;r). Hence

-3 PR VO

[Bk|<r

k#n H N Bk k#n
= X X

1 « a a
- 1 l) keda(en) 1 — 22 (1 - —")
o H < (a2 o H (673

" lag|<r kel(n;r)
k#n k#n
Qnp + —
<5, x Q) (Bn) @y (Br)-
Pj(Bn)

If r — oo, then the left-hand side tends to o) cf. (3.6). The first and the
third factors on the right-hand side do not depend on r. By Proposition 3.9,
the second factor remains bounded from above and away from zero with the
bounds exp ¥,, and exp(—4,,), respectively, where

Uy i= sup O(n;r),
reR
1"Zlo‘nl

which is finite and uniformly bounded in n by Lemma 3.13. The last factor
tends to 1. We conclude that

Bn Bn
H ~ Bk 6719" |Oén‘ Pé(ﬁn) H 1- Br 619" Oén‘
_ Qn — / _ Qn :
kednem) o Bal =1 Palan) | |cgiem! ~ & 1B
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Now let n tend to co. The last factors on the left- and the right-hand sides tend
to 1. The respective second factors remain bounded, namely on the right-hand
side by e’ from above and on the left-hand side by e~? from below; for the
definition of ¥ see Lemma 3.13. By Proposition 3.6, the first factor remains
bounded from above and away from zero. |

3.17 Remark. Maybe it is good to pause and review the proof (thereby also
explain the necessity to be precise about constants in O-estimates).

For each fixed n we cut the product into two pieces. In order to have a
bound of the partial product corresponding to large indices which is uniform in
n, we use some uniform estimate of the product by the corresponding sum (we
decided to use the ‘log 4’-estimate in Remark 3.7). Application of this uniform
estimate is, however, only legitimate if we cut at a point that is so large that
(3.14) holds.

The earliest legitimate cutting point depends on n. Since the perturbation
~v need not be bounded, it will in general increase to infinity with n. And

now Proposition 3.6 and (3.26) come into play, which say that we can control

beginning sections of the (n-dependent) product ﬁ? Ei”)) which are getting longer

sufficiently fast. /

Proof of Theorem 3.3: the case when @ is non-decreasing. Using the same

argument as in the previous part of the proof with (3.16) instead of (3.15)
and 9 instead of 9 we obtain that the quotient

| P5(Bn)]

| Pe(an)

1 (-2)

k¢ Jn(c,A)

is bounded from above and away from zero uniformly in n.
The limit lim,, oo erﬁ Jn(eA) (1 — ﬂik) exists locally uniformly on C and

equals 1. Since @ is non-decreasing, Condition (A) implies that 7 is bounded.
Thus 5

lim ] (1 — —”) —1,

M kg (o) B
which proves the assertion also in this case. a

3.3 Supplements: regularly distributed sequences

For regularly distributed sequences o we have more control over s, and r,. In
addition, we can give better estimates for Sz(n) and Sy(n) from Proposition 3.9
since irregular behaviour as in Remark 3.15 is ruled out.

The conditions required in Theorem 3.3 do not depend on the arrangement
of o as long as (8 is arranged in the same way. In the theorems below, however,
we need to refer to a specific arrangement of «. For this we need one more
notation. Let o € S and consider the (finite or infinite) subsequence a™ of «
consisting of all positive elements of a arranged increasingly as in Definition 3.1.
For each n such that the term o, exists, let xT(n) be the unique index with
o = oyt (ny. If @ is an infinite sequence, then x* is a bijective map from N
onto {n € N: a,, > 0}. Let v : {n € N: a,, > 0} — N be its inverse. Note
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that o, = aj+(n) if o, > 0. Similar notation is used for the subsequence of
negative terms of a.
First, we assume only a mild regularity property of «.

3.18 Theorem. Let o and A be given as in Theorem 3.3. Further, let § € S
be a small perturbation of « in the sense that v := B — « satisfies (A) from
Theorem 3.3 and the following conditions.

(C1) If « contains infinitely many positive terms, then there exists a growth
function AT such that o™ has finite upper and positive lower \T den-
sities.

If « contains infinitely many negative terms, then there exists a growth
function X\~ such that o~ has finite upper and positive lower A\~ den-
sities.

©)  Dewlo(). Demoof), o G

Then (3.5) holds.

The condition (3.27) is of course only a minor weakening of (3.3), but the
condition (3.4) can be dropped (in fact, it holds automatically).

Proof of Theorem 3.18. We have to check all places where Condition (B) was
used (which were marked with ‘&’).

(1) Proof of Lemma 3.12: Clearly, (3.27) implies that limg_, S‘J&l) =0.

(2) Choice of p: Choose p > 1 arbitrarily.

(3) Proof of Lemma 3.13: We have to provide suitable bounds for Ss(n;r) and
Sa(n;r). We consider the case when n ranges over those indices with a, > 0;
the set of indices n with a,, < 0 is treated in the same way.

If the sequence « contains only finitely many positive elements, it is clear
that Sa(n;r) and Si(n;7) remain bounded. Hence, assume that o™ is an infinite
sequence. Let n € N such that a,, > 0. Then, clearly,

1 o+ 1
{ak: O”“E(,p)}Z{afi L 6(7,0)},
an  \p p

Aot (n)

and this shows that ro(p,n) = ro+ (p, v (n)). Unless v (n) = 1, we also have
sa(n) = s+ (v (n)).

Using (3.27) and Lemma 2.7 we obtain (with ¢ := sup,,cy ‘inéygln)
|k [t 1
So(n;r) < —_— = < -=0(1
NS 2 ST & s S & 1700
an el\ll +leN leN
an E(;,p) a;ﬂ G(%,p) a;’l G(%,p)
v ¥ (n) vt (n)
S (nr) < "Yn| 'Ta(pa ’/l) _ |’7x+(u+(n))| o +(p 1/+(n)) < 1 . V+(n) -1
BN () B (2 () ~vEn)
as n — oo uniformly in 7. a
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Second, we assume that a behaves quite regularly. For the definition of the
standard sequence A corresponding to a growth function A see Section 2.2.

3.19 Theorem. Let a and A be given as in Theorem 3.3. Further, let § € S
be a small perturbation of a in the sense that v := B — « satisfies (A) from
Theorem 3.3 and the following conditions.
(D1) If « contains infinitely many positive terms, then there exists a growth
function A\t such that a™ = \*.

If a contains infinitely many negative terms, then there exists a growth

function A= such that a= = —\—.
oy |ag |
D2 n :O( n ), —(n 20(7") — 00.
(D2) )| nlogn =] nlogn "

Then (3.5) holds.

Proof. Also here we just have to check the places with &. Again, we restrict the
explicit proof to the sequence o™ and to the case when this sequence is infinite.

(1) Proof of Lemma 3.12: Using the first formula in Lemma 2.12 and (D2) we

obtain N N
1
Tn 5 ay, . % — :0(1)7 n — oo.
Sat+(n) ~ nlogn af logn

(2) Choice of p: Choose p > 1 arbitrarily.

(3) Proof of Lemma 3.13: For n € {{ € N: oy > 0} and r > 0, we can use the
second formula in Lemma 2.12 to estimate the following sum:

e D D e > 1
T = — = T
o — o o — o —
kel(n;r), k#n | k n| QEN, k#n ‘ k n| lEN, I£vt (n) ‘al au+(n)|
sEe(L.p) sEe(40) af

- €(5.0)
vt(n)

v (n)log(v*(n))

<C
Ot ()

with some C' > 0 independent of n. This together with (D2) yields

1
Sy(nyr) = |7X+(u+(n))‘ Z Toe — o] =0(1)
keI(n;r), k#n n
aEe($.0)

for n — oo uniformly in r. For Sz(n;r) we can estimate

Tk !
2(n;r) Z o —apl — kez(rq?;?)},(k;en e Z lok — |

keg}gn;r)l, k#n 2k e(l p) ke({lgn;r)l, k#n

She(tp) moe an €(5P)

v (n)log(vt(n)
< max || C ° (i) (3.28)

LEN, 107 (n) Yt (n)

ot
—L—e(3.)

l/+(7l)
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+
In order to estimate the maximum, let [ € N such that afl € (%,p). Then
vt (n)

of > %a;(n) and hence, by Lemma 2.11 (4¢) and Remark 2.2 (7),

1 1
l> na+(;aj+(n)) > {/w(pa;("))J > A+(O‘:+(n)) — vt (n),

which gives (with some C” > 0)

+ +
] € 00 < P O
X = 7 llogl ~ llogl ~ vt (n)log(vt(n))

This together with (3.28) implies that Sz(n;r) is bounded uniformly in n and r.
a

Under slightly stronger assumptions on A, AT and A~ one can even drop
Condition (D2) as the following corollary shows.

3.20 Corollary. Let a and A be given as in Theorem 3.3. Further, let 8 € S
be a small perturbation of « in the sense that v := B — « satisfies (A) from
Theorem 3.3 and the following condition.

(E) If a contains infinitely many positive terms, then there exists a growth
o +
function At such that o™ = \t, that AA(SG) is non-increasing for large v
log AT (r)
logr

and that either py+ > 0 or is mon-increasing for large r.

If a contains infinitely many negative terms, then there exists a growth

function A\~ such that o= = —)\o_, that ’\1\7(%) is non-increasing for large

log A~ (1)
logr

r and that either py- >0 or is non-increasing for large r.

Then (3.5) holds.

3.21 Remark. As already mentioned in Remark 2.14 the assumptions in (E) are
satisfied in most cases if ot and o~ are standard sequences, cf. that remark for
more details.

In particular, consider the situation that either ™ is the empty sequence
(i.e. a, > 0 for all n € N) or that = = —a™ (i.e. the set {a, : n € N} is
symmetric). Moreover, assume that o™ is a standard sequence: o™ = M=\

and that either py > 0 or 105) ;‘Sf) is non-increasing for large r. In this case we

can choose A := A(r) - log A(r) - (loglog )\(T))Q for large 7. Then Condition (E)
is satisfied and « is of convergence class with respect to A since

1 1
Z AN N Z nlogn - (loglogn)? <0

neN n) neN

Hence, if v satisfies Condition (A) from Theorem 3.3, i.e.

+
an

|%%M:O< >,n%m,

then (3.5) holds. /

nlogn - (loglogn)?
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3.22 Example. In order to illustrate the power of this supplement, let us recon-
sider the example already discussed in Remark 3.5. That is

o

ap :=n° with o > 1, A(r) :=r7 logr - (loglogr)?, for large 7.

Then Corollary 3.20 (see also Remark 3.21) states that

[7nl _ 1
no—1 logn - (loglogn)?

is already enough to have (3.5). Theorem 3.18 requires

2o ().

and Theorem 3.3 even requires

E Tn < 0.
ncrfl
n=1

This comparison also reflects the fact that the regularity assumption in Theo-
rem 3.18 is very weak, whereas the one in Theorem 3.19 is quite strong.

One can also consider a linearly growing sequence «,. In this case the
sequence must be symmetric because of Condition (S2) in Definition 3.1. Con-
sider av, such that o;f = n, a;; = —n, n € N. Then Corollary 3.20 (see also
Remark 3.21) implies that

[t | =0 : -] =0 :
xTAn logn - (loglogn)? )’ e logn - (log log n)2

is sufficient for (3.5) to hold.
We note that one can apply the theorems also to very sparse sequences like
exponentially growing ones. /

3.4 Symmetry of conditions

We close this section with a general note on the nature of the conditions ap-
pearing in our results.

In Theorems 3.3, 3.18 and 3.19 we consider 3 as a perturbation of « by -,
and the conditions (A), (B) etc. relate the perturbation « to the sequence «.
Strictly speaking we must therefore say that the ordered pair («, §) satisfies the
given conditions.

Actually, Theorems 3.3 and 3.18 are symmetric in « and (8 as the following
proposition shows.

3.23 Proposition. Let o, € S and assume that the hypotheses of one of
Theorems 3.3 and 3.18 are fulfilled for the pair (o, 8). Then also the pair (8, a)
satisfies the corresponding hypotheses.

Proof. Tt follows from (3.2) that lim,, g—: = 1. Hence A(|ay,|) < A(|Bn]) by
Remark 2.2 (i), and we see that (3.1) holds for 5. Moreover, also (3.2) holds
with 8 and —v in place of o and ~. For sufficiently large n, the numbers «,
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and 3, have the same sign. Remembering Lemma 2.5 we thus obtain that (C1)
also holds for 8 (with the same growth functions A™ and A ™).

For the conditions in (B) and (C2) it is not so obvious that the roles of «
and B can be exchanged. First we investigate the relation between s, and sg.
Let us show that s, (n) < sg(n). Assume that o and « satisfy (B) or (C2). Let
us consider positive £, and assume that there are infinitely many positive S
and hence also infinitely many positive ag. Choose ng € N such that

vkl <}’
sa(k) — 4

and let ny be such that §,, > B for all k¥ < ny and 3,, > 0. Moreover, choose
ng > ny such that |Bx| > By, for all & > ny. Now let n > ny be such that
Bn > 0. Then, for k > ng,

ano»

1B — Bl = lok — an 4+ Y6 — | = |k — anl — || — ]

1 1
> |ak - O‘nl - Zsa(k) - Zsa(n)
1 1 1
> o — | — Zlan — oy — EIak —ay,| = §Iak — o,

and hence
. 1
sg(n) = m1n{|6k —Bul: k>ngp, k# n} > isa(n)

The proof for negative f3,, is similar and therefore s, (n) < sg(n), n — co. This
oy =
in the same way as above that s (n) > 1s5(n) for all sufficiently large indices
n. Together, thus sg(n) =< sq(n).

Now it is clear that the condition (3.3) also holds for the sequence § and the
perturbation —v. Again using that, for all sufficiently large n, the points «,
and S, have the same sign, we can conclude that (3.27) holds with 8 and —y
in place of o and .

Next, we turn to the relation between r,(p,n) and rg(p,n). Let p’ € (1,p),
and choose ng € N such that

relation also implies that lim,, 0. With this property one can prove

/

1 ﬂ 1
(ﬁ>2<i§<ﬁ)z, k> no.
p ag 4

Moreover, let nq > ng be such that %|Bn| > max;<p, |3 for n > ny. Now fix

n > ny. If K € N is such that g—" € (%,p’), then k > ng and therefore

/ 1

1
P\N"z/p\z
ok g Pn Pr P P

an  Br an Bn (p)*%(p)%i 1

Hence . )
{keN: g—:e (;,p’)}g{keN: Z—:e (Z,p)}

and this gives r3(p’,n) < ro(p,n). Together with the already proved fact about
separations, it follows that (3.4) holds for 5 and —~. a
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Theorem 3.19 is not symmetric in a and 3, but this is only a matter formulation.
In fact, we can restate Theorem 3.19 as follows.

3.24 Theorem. Let o, 5 and A be given as in Theorem 3.3. Assume that the
following condition is satisfied.

(F) The sequence « contains infinitely many positive terms if and only if B
does. In this case there exists a growth function AT such that

|a,t—X’+n\=o(A+o"), |B:{—)\O+n‘:O(/\t"), n — oo,
AT, AT,
. A+ . A+
+_ _ n +_ _ n
o >\+"|_O(nlogn>’ 16 >\+"|_O<nlogn>’ oo

If o contains infinitely many negative terms, the analogous statement
holds.

Then (3.5) holds.

We decided to present the ‘asymmetric formulation’ of Theorem 3.19 as the
principle formulation in order to emphasize that strong regularity is assumed.

4 A selection of applications

4.1 The inverse spectral problem for a string

A string is a pair S[L,m] that consists of a number L, 0 < L < oo, and a non-
negative and non-decreasing function m defined on [0, L). The string S[L,m]
gives rise to an operator model, namely the Krein—Feller differential operator
—D,,,D,. acting in the space L?(dm). The eigenvalue equation for one of its
self-adjoint realizations can be written in integral form as

f@) =10 42 [ @=pf@)dn) =0, @€ ©.L),
[0,2]
f/(o_) = 07
where z € C is the eigenvalue parameter; if the limit circle case prevails at

L,ie. if f[o L) z2dm(z) < oo, then a boundary condition is also needed at L.
The operator —D,, D, arises when Fourier’s method is applied to the partial

differential equation
0 Ov(s,t) 0?
_ t) =
om(s) ( ds ) atQU(S’ )=0

describing the vibrations of an inhomogeneous string with mass distribution m
and a free left endpoint.

The spectrum of the Krein—Feller operator —D,,, D,, is fully described by one
analytic function: the principle Titchmarsh—Weyl coefficient gs associated with
the string S = S[L, m]; see, e.g. [KaKr|. This function belongs to the Stieltjes
class S, i.e. gs is analytic in the region C \ [0, 00), has non-negative imaginary
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part throughout the upper half-plane, and takes non-negative values along the
negative real half-line. A Fourier transform can be constructed which maps
—D,, D, to the multiplication operator by the independent variable in L?(us),
where ug is the measure in the representation of gs as a Cauchy integral:

qs(z) = a+/ M (4.1)
R t—2z

The cornerstones of the spectral theory of strings were established by
M. G. Krein in the early 1950s, see [Kr3] or [KaKr, Theorem 11.2]%; a pre-
sentation from a slightly different viewpoint can be found in [DK]. Most no-
tably, an inverse spectral theorem was proved. For this we have to normalize
L and m, i.e. we assume that m(0) = 0, that m is left continuous and that
m(x) < supep,rym(t) for all x € [0,L). Then the inverse spectral theorem
reads as follows.

For each function q € S, there exists a unique string S[L,m] such that q is
the principle Titchmarsh—Weyl coefficient of S[L,m).

The number a in (4.1) gives the length of a massless initial section of the
string, i.e. a = sup{x : m(x) = 0}. In the following we assume that a = 0, i.e.
that m(z) > 0 for > 0.

A string S[L,m] is called regular if

L < oo and m(L) := lim m(z) < oo,
xz /L
and singular otherwise®. Thinking of direct and inverse spectral relations, the
problem arises to describe the totality S.es of all Stieltjes class functions that
are principle Titchmarsh—Weyl coefficients of regular strings. The solution of
this problem is known. It follows from [Kr2], see also [KaKr, 11.11°]10

4.1 Theorem ([Kr2]). Let p be a positive measure with supp i C (0,00) and
Je dffﬁ? < o0. Consider the Cauchy transform q,(z) = du(t) of 1, and let

R t—=z
S[L,m] be the string whose principle Titchmarsh-Weyl coefficient is equal to q,,.

Then S[L,m] is regular if and only if

(i) the measure u is discrete, say p = Z —1 000, with N € NU{co}, 0, >0
and 0 < a1 < ag <.

(7i) the limit lim,,_ oo \/% exists and is finite (we tacitly understand this limit
as 0 if N is finite);

(ii7) we have

N
S <o
o1 a2 (P (an)) o

It is clear that a sequence a satisfying (i)—(ii7) belongs to S introduced in
Definition 3.1. Applying Theorem 3.3 (or Theorems 3.18, 3.19) we immediately
obtain a stability result for the class Sieq, wWhich says that sufficiently small
shifts of poles do not lead out of the class S;e. The precise formulation reads
as follows.

8For the reason of physical interpretation, in [KaKr] the principle Titchmarsh-Weyl coef-
ficient is called ‘coefficient of dynamic compliance’.

9Tn [DK] the maybe more descriptive terminology ‘short’ and ‘long’ is used.

0For simplicity we restrict ourselves to the case that 0 ¢ supp p.
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4.2 Theorem. Let p1 be a discrete measure, ="y - | 0p0q,, , with

O<ar <ag<..., lim € [0, 00), (4.2)
n—o0 /0y,
oo o_n
n > 07 — < )
o nE o 00
and set q,(z) = [ dt“f(tz).

Let v = (Yn)nen be a sequence of real numbers such that the points (3, =
an + Yn are all positive and pairwise distinct, let T,, n € N, be positive real
numbers, and set

= dv(t
ZIZZTn(Sgn, ¢ (2) ::/Rt—(z)'
n=1

If the hypotheses of one of Theorems 3.3, 3.18, 3.19 are fulfilled and 7, < oy,
then
Gu €Sreg = @ € Sreg.

4.2 The Krein class of entire functions

Let f be an entire function with f(0) = 1, and denote its sequence of zeros by
a = () nen, which are assumed to be simple. Then f is said to belong to the
Krein class K if

(Krl1) Z ‘ Im ozi

neN

< O0;

(Kr2) there exists a number ! € N such that

1
2 @] < 4.3)

and, on the domain C\ {a, : n € N}, the function % is represented

as
-2

! :p(z)+zl(1+1+...+zl_l> (4.4)

f(Z) neN f/(an) Z = Qn Qo (679

with some polynomial p.

This class was first studied by M. G. Krein in the 1940s. It appears, e.g. in the
context of extension theory of symmetric operators in a Hilbert space, cf. [Krl];
for properties of functions in K see, e.g. [L1, Section V.6]. M. G. Krein proved
that every function from the class K is of exponential type and has completely
regular growth; see, e.g. [L1, Theorem V.13].

Often functions that have only real zeros are of particular interest. We
therefore introduce the following subclasses.

4.3 Definition. Let [ € N. We say that a function f belongs to the class K; if

(i) f is entire, takes real values along the real axis, satisfies f(0) = 1 and has
only real and simple zeros which are all non-zero;
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(#4) the condition (4.3) and the representation (4.4) hold for the number [ and
with some polynomial p of degree at most [ — 2; here we understand that
p, as well as the regularising terms in the sum, are not present when [ = 1.

/

Note that K; € K11 €K, I € N, and [J;c K is the set of all real f € K with
only real zeros.

It follows from [L1, Theorems V.11 and V.13] that every function f €
U,en Ki is a canonical product and its zeros build a sequence belonging to the
class S, i.e. f = P, with a € S. As an application of our main theorems we
prove the following perturbation result for the classes K;.

4.4 Theorem. Let o, € S, and let | € N. If the hypotheses of one of Theo-
rems 3.3, 3.18, 3.19 are fulfilled, then

P,eK, <+ Pzek.
In order to establish the theorem, we use the following fact. Since an explicit
reference is not known to us, we provide its proof.

4.5 Lemma. Letl € N, let o € S and assume that

1
_— < 0. (4.5)
% |O‘n|l|Po/¢(0‘n)|

Then P, € K.

Proof. It is clear that P, satisfies (7). By [LW1, Lemma 5.5], convergence of
the series (4.5) implies that P, is of bounded type in the upper and lower half-
planes C* and C~; for the definition of functions of bounded type see, e.g. [dB,
Section 8].

Consider the function

1 1 1 22
7 "%pm)(z_ak Fop et o)

1

-1
=z .
% Pl () (z — ap)ay

Due to (4.5), this series converges absolutely and locally uniformly on the set
C\ {a, : n € N}, and thus represents an analytic function on this domain. At
the points «,, it has simple poles with residua %. The function g can be

_ du
_ -1
oz =1 [

where p is the discrete complex measure having point masses at the points ay

with masses Prlan)alT 1) —. Hence g is of bounded type in both half-planes C* and
alak)ay,
(O

We conclude that the difference

written as




is an entire function which is of bounded type in C* and C~. By Krein’s
theorem [RR, Theorems 6.17, 6.18], h is of finite exponential type equal to the
maximum of the mean types in C* and C~.

Since y ‘1 - ;—y’ is increasing on (0, 00) and decreasing on (—o0,0) and
limy_,ioo|1 — %| = oo for each n € N, we have lim,_, 4 m = 0. Using

dominated convergence, we see that lim,_, .. y%lg(iy) = 0, and together thus

. 1 .
ygrjrzloo Fh(zy) =0.
We conclude that h is of minimal exponential type and, applying the Phragmén—
Lindeldf principle [Bo, Theorem 1.4.3], that h is in fact a polynomial of degree
at most [ — 2 (here we understand that h vanishes identically if { = 1). Thus %

is represented as required in (4.4), and we have shown that f € K. a

Proof of Theorem 4.4. Assume that P, € K;. Then the function P, satisfies
(O‘n)

(4.5). Since lim,— o0 g—" = 1 and the quotient HZ‘/}(ﬁ y is bounded from above
" 5 (Br
and away from zero, also the function Pg satisfies (4.5). Hence, we may apply

Lemma 4.5 and conclude that P € K;.
For the converse, regard a as a perturbation of 3, cf. Proposition 3.23 and
Theorem 3.24. Qa

4.3 The continuation problem for a positive definite func-
tion

A continuous function f: R — C is called positive definite if
(PD1) f(-t)=f(t), teR;

(PD2) the kernel f(t—s) is positive semi-definite; this means that, for each

choice of n € N and t4,...,t, € R, the quadratic form
n —
Q1,2 &) = Y flti— )45 (4.6)
ij=1

is positive semi-definite.

By Bochner’s theorem the set of all positive definite functions coincides with
the set of all Fourier transforms of finite positive measures on the real line, i.e.
a function f is positive definite if and only if it can be represented as

Ft) = /R 1T du(z), tER,

with some finite positive measure p.
Let f be a positive definite function, let a > 0, and consider the restriction

¢ = fli—2a,2q]-

Then it may happen that there exist also other positive definite functions whose
restriction to the interval [—2a, 2a] equals ¢. In fact, it is a classical result that
either (I) or (II) holds:
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(I) f is the only positive definite function with f[[_24,24] = ¢-

(IT) There exist infinitely many positive definite functions f that satisfy
f|[72a,2a] =¢.

A proof of this alternative and a parameterization of the set of all functions f
in case (II) can be given. One possible approach proceeds via operator theoretic
methods; see, e.g. [GG, §3.2].

Assume that case (I) prevails for f and a. When the requirement that the
extension is positive definite is slightly weakened, it may happen that ¢ can
still be extended in infinitely many ways to the whole real line. To make this
precise, we say that a continuous function f : R — C is Hermitian indefinite
with negative index x € N if it satisfies (PD1) and

(PD2,) the kernel f(t—s) has k negative squares; this means that, for each
choice of n € N and ¢4, ...,t, € R, the quadratic form (4.6) has at
most k negative squares, and, for some choice of n, t1,...,t,, this
upper bound is attained.

4.6 Definition. Let f be a positive definite function, let a > 0, and assume
that case (I) prevails for f and a. Then we set

A(f,a) :=inf{x € N: 3 f with (PD1), (PD2,) s.t. f||_24.24 = ¢}
Here the infimum of the empty set is understood as being equal to oo. /

4.7 Ezample. The function f(t) that equals 1 — |¢| on [—2,2] and is continued
periodically to R is positive definite as can be seen from its Fourier series. For
a = 1, case (I) prevails and A(f,1) = 1; see [LLS]. An extension of f|[_3 4 with
one negative square is, e.g. the function f(t) =1—|t|, t e R /

Consider f and a such that case (I) prevails, and let p be the inverse Fourier
transform of f. A characterization of ‘A(f,a) < 0o’ in terms of © can be given;
in fact the actual value of A(f,a) can be computed, cf. [W, Proposition 6.11].

4.8 Theorem ([W]). Let f be a positive definite function, let a > 0, and
assume that case (I) prevails for f and a. Moreover, let i be the inverse Fourier
transform of f, i.e. p is the positive finite measure with f(t) = [p e " du(x).
Then A(f,a) < oo if and only if

(1) the measure p is discrete, say p = 211:/:1 onda, with N € NU {oco} and
on > 0;

(1) the sequence aw = (uy)nen belongs to S;
(7i1) there exists a number k € N such that

N

1
nz::l agk(Pg(an))Qan < oo (4.7)

If A(f,a) < oo and ko denotes the smallest natural number such that (4.7)
holds, then
A(f, a) = ]€0 —1.
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We invoke the present stability results.

4.9 Theorem. Let f be a positive definite function, let a > 0, and let u be the
inverse Fourier transform of f. Assume that case (1) prevails for f and a, that
w is discrete, say =Y oo 0nda, with o, >0, and that « €S. Let B € S and
T > 0, and consider

vi= Z Tng,, s g(t) == /]Re*mC dv(z).

neN

If the hypotheses of one of Theorems 3.3, 3.18, 3.19 are fulfilled, 7, < o, and
case (I) prevails for g and a, then

Alg,a) = A(f; a).

4.10 Remark. It is an open problem whether the hypotheses of Theorem 4.9
already imply that case (I) prevails for g and a. /
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