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Abstract

In the theory of two-dimensional canonical (also called ‘Hamiltonian’)
systems, the notion of the Titchmarsh-Weyl coefficient associated to a
Hamiltonian function plays a vital role. A cornerstone in the spectral
theory of canonical systems is the Inverse Spectral Theorem due to Louis
de Branges which states that the Hamiltonian function of a given system
is (up to changes of scale) fully determined by its Titchmarsh-Weyl co-
efficient. Much (but not all) of this theory can be viewed and explained
using the theory of entire operators due to Mark G.Krĕın.

Motivated from the study of canonical systems or Sturm-Liouville
equations with a singular potential, and from other developments in the
indefinite world, it was a long standing open problem to find an indefinite
(Pontryagin space) analogue of the notion of canonical systems, and to
prove a corresponding analogue of de Branges’ Inverse Spectral Theorem.
We gave a definition of an indefinite analogue of a Hamiltonian function
and elaborated the operator theory of such ‘indefinite canoncial systems’
in previous work. In the present paper we prove the corresponding version
of the Inverse Spectral Theorem.
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1 Introduction

A function H : (s−, s+) → R2×2 is called a Hamiltonian, if it is locally inte-
grable, H(t) ≥ 0 for t ∈ (s−, s+) a.e., and if it does not vanish identically on
any set of positive measure. A canonical system is a differential equation of the
form

y′(t) = zJH(t)y(t), t ∈ (s−, s+) , (1.1)

where H is a Hamiltonian, J denotes the symplectic matrix

J :=

(
0 −1
1 0

)

,

and z is a complex parameter. The spectral theory of canonical systems can
be understood with the help of an operator model, which consists of a Hilbert
space boundary triplet (L2(H), Tmax(H),Γ(H)), see e.g. [K], [HSW].

We say that a Hamiltonian H is regular at the endpoint s− if, for some
ǫ > 0,

∫ s−+ǫ

s−

trH(t) dt <∞ . (1.2)

If
∫ s−+ǫ

s−
trH(t) dt = ∞, it is called singular at s−. The terminology of reg-

ular/singular at the endpoint s+ is defined analogously. Sometimes one also
speakes of Weyl’s limit circle and limit point case, instead of regular and singu-
lar, respectively.
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Assume that H regular at s−. Then each solution of the equation (1.1)
possesses a locally absolutely continuous extension to [s−, s+). Hence, in this
case, it is meaningful to prescribe initial values at s−. We denote by W (t, z) =
(wij(t, z))i,j=1,2 the transposed of the fundamental matrix solution of (1.1), i.e.
W (t, z) is the unique 2 × 2-matrix function which satisfies

∂

∂t
W (t, z)J = zW (t, z)H(x), t ∈ [s−, s+), W (s−, z) = I .

Depending whether H is regular or singular at s+, we meet two significantly
different situations.

H is regular at s+: The function W (t, z) admits a continuous extension to s+.
The matrix function W (s+, z), sometimes also called the monodromy matrix
of H , belongs to the class M0, i.e. the entries of W (s+, z) are entire functions
which are real for real z, detW (s+, z) = 1, and

W (s+, z)JW (s+, z)
∗ − J

z − z
≥ 0, Im z > 0 . (1.3)

The chain ωH := (W (t, z))t∈[s−,s+] is a finite maximal chain going down from
W (s+, z).

H is singular at s+: We have limtրs+ tr(W (t, 0)′J) = +∞. Write W (t, z) =
(wij(t, z))i,j=1,2. Then for each τ ∈ R ∪ {∞}, the limit

qH(z) := lim
tրs+

w11(t, z)τ + w12(t, z)

w21(t, z)τ + w22(t, z)
(1.4)

exists locally uniformly on C \ R and does not depend on τ . The function qH
is called the Titchmarsh-Weyl coefficient associated to the Hamiltonian H . It
belongs to the Nevanlinna class N0, i.e. is analytic on C \ R, satisfies qH(z) =
qH(z), z ∈ C \ R, and

Im qH(z) ≥ 0, Im z > 0 . (1.5)

The following two results are cornerstones in the study of canonical systems,
see [dB],[GK2].

1.1. Inverse Spectral Theorem; positive definite, regular: The assign-
ment H 7→ W (s+, z) establishes a bijective correspondence between the set of all
Hamiltonians (up to changes of scale) which are regular at s− and s+, and the
set M0.

1.2. Inverse Spectral Theorem; positive definite, singular: The assign-
ment H 7→ qH establishes a bijective correspondence between the set of all Hamil-
tonians (up to changes of scale) which are regular at s− and singular at s+, and
the set N0.

The notion of the Nevanlinna class N0 allows a generalization to an indefinite
setting, namely the class N<∞. Thereby, the positivity condition (1.5) is re-
placed by the condition that the kernel

Nq(w, z) :=
q(z) − q(w)

z − w
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has a finite number of negative squares. The actual number of its negative
squares will be denoted by ind− q. This indefinite analogue of N0 has a long
history and was systematically studied, e.g. in [KL] with help of the theory of
selfadjoint operators in Pontryagin spaces.

Also the class M0 admits a generalization to the indefinite setting, namely
the class M<∞ where the positivity condition (1.3) is replaced by the require-
ment that the kernel

HW (w, z) :=
W (z)JW (w)∗ − J

z − w

has a finite number of negative squares. Again we denote the actual number of
its negative squares by ind−W . For more on this class see [KW/V, §2] and the
references given there.

Finally, the notion of a Hamiltonian has been generalized to an indefinite
setting in our previous work [KW/IV]. The accurate definition of this general-
ization is a bit lengthy, cf. [KW/IV, Definition 8.1]. Intuitively we can think
of it as a Hamiltonian with finitely many singularities which do not behave too
badly, plus a contribution to the canonical differential equation which happens
inside each singularity, plus interface conditions which relate before and after
each singularity. The degree of negativity of a general Hamiltonian h, denoted
by ind− h, is a number which is composed out of measures for the growth of h

towards its singularities and for the size of the contribution happening inside the
singularities. It measures the deviation of h from the classical, positive definite,
situation. Similar to the distinction between positive definite Hamiltonians be-
ing regular at s− and s+ or regular at s− and singular at s+, one can distinguish
cases that a general Hamiltonian h is regular or singular.

If h is regular, a 2 × 2-matrix function ω(B(h)) ∈ M<∞ was associated to
h in [KW/V, §4.e]. This is the analogue of the matrizant of a positive definite
regular Hamiltonian. If h is singular, a function qh ∈ N<∞ was associated to
h in [KW/V, Definition 5.2]. This is the analogue of the Weyl coefficient of a
positive definite singular Hamiltonian

Our task in the present paper is to prove the following two results.

1.3. Inverse Spectral Theorem; indefinite, regular: The assignment h 7→
ω(B(h)) establishes a bijective correspondence between the set of all regular
general Hamiltonians (modulo reparameterization) and the set M<∞. Thereby
ind− h = ind− ω(B(h)).

1.4. Inverse Spectral Theorem; indefinite, singular: The assignment h 7→
qh establishes a bijective correspondence between the set of all singular general
Hamiltonians (modulo reparameterization) and the set N<∞ of all generalized
Nevanlinna functions. Thereby ind− h = ind− qh.

This is the point of culmination of our series of papers on ‘Pontryagin spaces
of entire functions’. With the proof of these theorems we have completed a
full indefinite analogue of canonical system, their operator theory, and their
Weyl-theory. Also, we see that the notion of general Hamiltonians introduced
in [KW/IV] goes exactly as far as Pontryagin space theory might possibly lead.

Our notation in the present paper will follow the terminology introduced in
[KW/0]–[KW/V], in particular [KW/V, §3]. We will, without further notice,
use the terms introduced there. Moreover, references to [KW/0]–[KW/V] will
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be given as the following examples indicate: Lemma 0.2.1 refers to Lemma 2.1
of [KW/0], Theorem IV.8.6 to Theorem 8.6 of [KW/IV], or (V.4.1) to equation
(4.1) of [KW/V].

In light of our previous work, the Inverse Spectral Theorems 1.3 and 1.4
appear as two-step-results:

1 ◦ We have shown in [KW/II], for a more concise formulation see also V.3.6
and V.3.9, that the set of finite maximal chains of matrices (modulo repa-
rameterization) correponds bijectively to M<∞ and that the set of maximal
chains of matrices (modulo reparameterization) correponds bijectively to
N<∞.

2 ◦ By Theorem V.5.1 to each general Hamiltonian h a chain ωh is associated.
This chain is finite maximal or maximal, depending whether h is regular or
singular.

In order to prove 1.3 and 1.4 it is thus enough to establish the following two
theorems.

1.5 Theorem. Let ω be a maximal chain or a finite maximal chain, and assume
that t ◦ ω and (t ◦ ω|J)−1 are locally absolutely continuous for any maximal
interval contained in the domain of ω. Then there exists a general Hamiltonian
h(ω) such that ω = ωh(ω).

For each (finite) maximal chain ω there exists a reparameterization which
satisfies the above continuity condition.

1.6 Theorem. Let h and h′ be general Hamiltonians. Then ωh is a reparame-
terization of ωh′ if and only if h is a reparameterization of h′.

Table of contents

1. Introduction p.1

2. The converse construction; core of the argument p.4

3. Completion of the converse construction p.30

4. Bijectivity modulo reparameterization p.33

In Section 2 we carry out the construction of h(ω) for chains of a specific form
which, roughly speaking, correspond to elementary indefinite Hamiltonians of
kind (A). This is the hardest part of the converse construction. In Section
3 we settle other particular cases and employ the usual splitting-and-pasting
technique to complete the proof of Theorem 1.5. Finally, in Section 4, we turn
to the proof of Theorem 1.6. We will employ a fairly elementary method, based
on a set of recurrance relations for the power series coefficients of the Potapov-
Ginzburg transform of ω(t). In this way we also obtain some knowledge on
how the data of h concentrated inside a singularity influences ω(t), a topic we
already have touched upon in [LW].

2 The converse construction; core of the argu-

ment

As already said, we will in this section deal with chains of a particular form.
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2.1. Overall assumption: Throughout this section let ω be a finite maximal chain
defined on

I = [s−, σ) ∪ (σ, s+]

and assume that

φ(σ) = 0, sup
(
Ireg ∩ (s−, σ)

)
= σ , (2.1)

(σ, s+) not indivisible ⇒ inf
(
Ireg ∩ (σ, s+)

)
= σ , (2.2)

ω does not start with an indivisible interval of type 0 at s− . (2.3)

�

2.2 Remark. Let us comment on the role played by the conditions (2.1)–(2.3).
The first condition in (2.1) is just a normalization, it corresponds to (I), cf.
[KW/IV, p.734]. The second condition in (2.1) is of more intrinsic nature. It
means that it cannot happen that an indivisible interval adjoins σ at the left.
This case could also be treated explicitly, but this would require development
of more, and quite different, tools. Hence, we prefer to reduce it to the case
(2.1) with help of the operation rev. The condition (2.2) is of technical nature.
It could be avoided on the cost of increasing effort, but there is no need to do
so. The condition (2.3) is important. Roughly speaking, its presence allows
to identify the chain of spaces K(ω(t)) with the chain of dB-subspaces of a
de Branges spaces, cf. Corollary I.9.7 together with Proposition I.8.3. Thus it
makes it possible to apply the knowledge on the structure of the dB-subspaces
of a given de Branges Pontryagin space, especially on the degenerated members
of this chain, cf. [KW/III]. �

This section is divided into subsections according to the following schedule:

a. We define Hamiltonians H− and H+, and show that H+ and H− satisfy
(HS) and that φ(H−) = φ(H+).
b. We define numbers ö(ω) ∈ N ∪ {0} and b1(ω), . . . , bö+1(ω) ∈ R.
c. We define a map ψ(ω) : K(ω(s+)) → M(I)/=H

.
d. We define numbers dj(ω), j ≥ 0.
e. The so far constructed data constitutes an elementary indefinite
Hamiltonian h of kind (A). We show that ωh = ω.

a. Construction of the Hamiltonian function.

The definition of the Hamiltonian function of the to-be-constructed elementary
indefinite Hamiltonian h(ω) is based on Proposition V.3.23.

2.3 Definition. Let H− and H+ denote the Hamiltonians defined on (s−, σ)
and (σ, s+), respectively, which satisfy

ωH−
= ω|[s−,σ), ωrevH+ = (revω)|[−s+,−σ) .

Moreover, we will set

H(t) :=

{

H−(t) , t ∈ [s−, σ)

H+(t) , t ∈ (σ, s+]
,

L2(H) := L2(H−) ⊕ L2(H+) ,
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Tmax(H) := Tmax(H−) ⊕ Tmax(H+) ,

Γ(H) :=
{(
f− + f+; g− + g+); (a, b)

)
:

((f−; g−); a) ∈ Γ(H−), ((f+; g+); b) ∈ Γ(H+)
}
.

�

Note that, by the definition of H±, the function ω is a solution of the differential
equation

∂

∂t
ω(t)(z)J = zω(t)(z)H(t), t ∈ [s−, σ) ∪ (σ, s+] .

In order to know that H± qualify for constituting the Hamiltonian function
of an elementary indefinite Hamiltonian of kind (A), we need to check several
properties, cf. (IV.4.1) and Definition IV.4.1.

The condition (A) in Definition IV.4.1 holds because by the second property
in (2.1) no interval of the form (s, σ), s ∈ [s−, σ), is indivisible. The conditions
in the first two lines of (IV.4.1) are easy to see, and will be deduced right below.
The requirement in the third line of (IV.4.1), however, is much more delicate
and will be seen only later, cf. Proposition 2.28.

2.4 Proposition. The Hamiltonian H± is regular at s± and singular at σ. It
satisfies (I) and (HS∓).

Proof. It is enough to consider the Hamiltonian H−, since passing from ω to
revω will exchange the roles of H− and H+. The fact that H− is regular at s−
and singular at σ follows from

lim
tցs−

ω(t) = I, lim
tրσ

t(ω(t)) = +∞ ,

since t(H−) = t ◦ ω when t(H−) is chosen such that t(H−)(s−) = 0, cf. Propo-
sition V.3.23, (i).

Let q denote the Weyl-coefficient of the positive definite canonical system
with Hamiltonian H−. Then q is an intermediate Weyl-coefficient in the sense
of [KW/III, §5], see also Proposition V.3.10. This implies that q is meromorphic
in C. Moreover, it is seen from Theorem III.7.4 and Corollary III.7.9, that the
sequences (a+

k ) and (a−k ) of poles of q located in (0,∞) or (−∞, 0), respectively,
satisfy

lim
k→∞

k

a+
k

= lim
k→∞

k

a−k
∈ R . (2.4)

Since q is meromorphic, the selfadjoint extensions of Tmin(H) have discrete spec-
trum and, hence, compact resolvents. By (2.4), they belong to each Neumann-
van Schatten class S1+ǫ with ǫ > 0, cf. [GK1]. In particular, they are Hilbert-
Schmidt operators.

By [KW, Theorem 2.4], see also Theorem IV.2.27, there exists a unique angle
φ− ∈ [0, π) such that ξφ−

∈ L2(H−). However, since 	−φ−
ω|[s−,σ) satisfies the

canonical differential equation with Hamiltonian 	−φ−
H−, we have

d

dz
[	−φ−

ω(t)]12(0) =

∫ t

s−

(
1

0

)∗

	−φ−
H−(s)

(
1

0

)

ds =

∫ t

s−

ξ∗φ−
H−(s)ξφ−

ds .
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Letting t tend to σ, we obtain

lim
tրσ

[	−φ−
ω(t)]′12(0) = ‖ξφ−

‖2
L2(H−) <∞ ,

and conclude that φ− = φ(σ) = 0. ❑

2.5 Remark. The construction of H± and the fact that these Hamiltonians
satisfy (HS∓) did not use (2.1)–(2.3). The condition (I) is just the first condition
in (2.1). �

b. The elements Dk.

Let us consider the structure of the chain of dB-subspaces of the space
P(Eω(s+)), cf. Remark 2.2. By Lemma III.3.15, this chain is equal to

{
P(Et) : t ∈ [s−, σ) ∩ Ireg

}
∪ {P0, . . . ,Pa} ∪

{
P(Et) : t ∈ (σ, s+] ∩ Ireg

}
,

where P0, . . . ,Pa are all degenerated dB-subspaces of P(Eω(s+)). We assume
that these spaces are enumerated in such a way that P0 ( . . . ( Pa. The
singularity σ is not of polynomial type, and hence does certainly not lie inside
an indivisible interval with negative length. We conclude from Corollary III.3.17,
and the notice after it, that there exists at least one degenerated dB-subspace of
P(Eω(s+)), i.e. a ≥ 0. Moreover, by Remark III.3.13, the second part of (2.1),
and (2.3) we have

P0 = closP(Es+
)

⋃

t∈[s−,σ)∩Ireg

P(Et) ,

dim
(

Pj+1

/
Pj

)

= 1, j = 0, . . . , a− 1 ,

dim
( ⋂

t∈(σ,s+]∩Ireg

P(Et)
/

Pa

)

=

{

1 , (σ, s+) indivisible

0 , otherwise

(2.5)

2.6 Definition. Define numbers

∆−(ω) := dimP◦
0, ∆+(ω) := dimP◦

a

ö(ω) := a− |∆+(ω) − ∆−(ω)|

Moreover, put ∆(ω) := max{∆−(ω),∆+(ω)}. �

2.7 Remark. Note that the symbols ∆±, ∆, were already used to measure the
growth of the Hamiltonians H± towards σ, cf. Definition IV.3.1. It will turn
out later that actually ∆±(ω) = ∆(H±), cf. Proposition 2.28. However, before
knowing this, the explicit notation of the argument ω in ∆± and ∆ is necessary
to distinguish these notions and will be dropped only when no confusion is
possible. �

We continue with a closer investigation of the structure of the spaces Pj as
done in [KW/III]. We know from Theorem III.2.3 that there exists an element
F ∈ P(Eω(s+)) such that P◦

0 = span{F (z), . . . , z∆−(ω)−1F (z)}. It is important
for our present purposes, that F can be chosen such that F (0) = −1. This fact
is seen by an analysis of the proof of Theorem III.2.3. In view of our later needs
we have to explain the situation in detail.

The proof of Theorem III.2.3 is based on the existence of a dB-Pontryagin
space P̃ with the following properties:
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(i) P̃ contains Pa isometrically as a dB-subspace,

(ii) dim P̃/Pa <∞,

(iii) all dB-subspaces L of P̃ with Pa ( L ( P̃ are degenerated and dimL◦ ≤
dimP◦

a.

The proof of this fact can be found on [KW/III, p.256]. We will now take a
closer look at the chain of dB-subspaces of P̃. It is of the form

{
P(Et) : t ∈ [s−, σ) ∩ Ireg

}
∪ {P̃0, . . . , P̃ã} ∪ {P̃} ,

where P̃0, . . . , P̃ã are all degenerated dB-subspaces of P̃. We assume that these
spaces are enumerated in such a way that P̃0 ( . . . ( P̃ã. Note that, clearly,
ã ≥ a and P̃j = Pj , j = 0, . . . , a. We can picture the situation as follows:

P(Eω(s+))

P̃

P(Et)
t ∈ [s−, σ) ∩ Ireg

P(Et)
t ∈ (σ, s+] ∩ Ireg

P0
q

P̃0

P1
q

P̃1

Pa−1
q

P̃a−1

Pa

q

P̃a

P̃a+1

P̃ã

× × ×× ×
×

The spaces P̃j can be described by means of the operator S̃ of multiplication by

z in the space P̃. Write P̃ = P(Ẽ) with some function Ẽ ∈ HB<∞, Ẽ(0) = −i,
and let ψ ∈ [0, π) be the unique number such that S̃ψ ∈ P(Ẽ), cf. Corollary
I.6.3. Denote by ñ the number

ñ := sup
{
k ∈ N0 : zkS̃ψ(z) ∈ P̃

}
,

which is finite by Lemma I.7.1. By Lemma II.5.19, we have

dom S̃k = span
{
S̃ψ(z), . . . , zk−1S̃ψ(z)

}⊥
, k = 1, . . . , ñ+ 1 , (2.6)

and
dom S̃k

◦

6= {0}, k = 1, . . . , ñ .

Note that the spaces dom S̃k are dB-subspaces of P̃, cf. [KW/I]. However,
(2.5) implies that there exists no nondegenerated dB-subspace of P̃ with finite

codimension, hence also dom S̃ñ+1
◦

6= {0}. By Lemma II.5.19 this implies

dom S̃ñ+2 = dom S̃ñ+1. Since, by (2.6),

dim
(

dom S̃k−1
/

dom S̃k
)

= 1, k = 1, . . . , ñ+ 1 ,

we conclude that

ñ = ã and P̃j = dom S̃ ã+1−j = span
{
S̃ψ(z), . . . ,zã−jS̃ψ(z)

}⊥
,

j = 0, . . . , ã .
(2.7)

Next we describe the isotropic part of P̃j. Set d̃j := dim P̃◦
j . We obtain from

(2.7) that
P̃◦
j = span

{
S̃ψ(z), . . . , zã−jS̃ψ(z)

}◦
, j = 0, . . . , ã , (2.8)
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hence d̃j ≤ ã+ 1 − j. In particular, we have d̃ã = 1.

Since S̃ is symmetric, we have [zkS̃ψ, z
lS̃ψ] = γk+l, k, l = 0, . . . , ã, with

some numbers γ0, . . . , γ2ã. The fact that the corresponding Gram-matrix has
Hankel-type yields

γ0 = . . . = γã+d̃0−1 = 0, γã+d̃0 6= 0 , (2.9)

and
P̃◦
j = span

{
S̃ψ(z), . . . , zd̃j−1S̃ψ(z)

}
, j = 0, . . . , ã . (2.10)

Moreover, the dimension d̃j can be computed as

d̃j =







d̃0 + j , j = 0, . . . , [ ã−d̃02 ]

ã+ 1 − j , j = [ ã−d̃02 ] + 1, . . . , ã
, (2.11)

and we have

d̃
[

ã−d̃0
2 ]+1

=







d̃
[

ã−d̃0
2 ]

, ã− d̃0 even

d̃
[

ã−d̃0
2 ]

+ 1 , ã− d̃0 odd
. (2.12)

Note here that [ ã−d̃02 ] ≥ −1. The maximal degree of degeneracy is assumed for

j = [ ã−d̃02 ] + 1, and

max
j=0,...,ã

d̃j = ã−
[ ã− d̃0

2

]

=
[ ã+ d̃0 + 1

2

]

.

We can picture the situation as indicated in the following diagrams:

j = 0 1

ˆ

ã
-
d̃
0

2

˜

ˆ

ã
-
d̃
0

2

˜+
1

ã -1 ã

•
•

••

•
•

1

2

d̃0

d̃0+1

max
i

d̃i

d̃j

dim P̃◦
j :

ã−d̃0 even ã−d̃0 odd

j = 0 1

ˆ

ã
-
d̃
0

2

˜

ˆ

ã
-
d̃
0

2

˜+
1

ã -1 ã

•
•

•
•

•
•

1

2

d̃0

d̃0+1

max
i

d̃i

d̃j

Finally, it also follows that

zd̃0+jS̃ψ(z) ∈ dom S̃ ã−j \ dom S̃ ã−j+1, j = 0, . . . , ã− d̃0 ,

and we conclude that

P̃j = P̃0+̇ span
{
zd̃0S̃ψ(z), . . . , zd̃0+j−1S̃ψ(z)

}
, j = 1, . . . , ã− d̃0 + 1 .

9



The numbers ã and d̃j are in various ways related to the magnitudes ∆±, a,

and ö associated with ω. First of all, it is trivial that d̃0 = ∆− and d̃a = ∆+.
In conjunction with property (iii) of P̃, the formulas (2.11) and (2.12) imply

a ≥
[ ã− ∆−

2

]

and a =
[ ã− ∆−

2

]

⇐⇒ ã− ∆− even, a = ∆+−∆− ,

ã− a =

{

∆+ , ã− ∆− even, a = ∆+ − ∆−

∆+ − 1 , otherwise
(2.13)

Since always |d̃j − d̃j+1| ≤ 1, we see that ö = a− |d̃a− d̃0| ≥ 0. From (2.11) and
(2.12), we conclude that

ö = 0 ⇐⇒
(

ã=∆−−1 ∨ a=
[ ã−∆−

2

]

∨ a=
[ ã−∆−

2

]

+ 1, ã−∆− odd
)

2.8 Lemma. Denote n := max
{
k ∈ N0 : zkS̃ψ(z) ∈ Pa

}
. Then

n = ∆ + ö− 1 = min{ã,∆− + a− 1} =

{

ã , ∆− > ∆+

∆−+a−1 , ∆− ≤ ∆+

(2.14)

Moreover, we have

Pa[−]P0 = span
{
S̃ψ(z), . . . , znS̃ψ(z)}

(
Pa[−]P0

)◦
= span

{
S̃ψ(z), . . . , z∆−1S̃ψ(z)}

(2.15)

Proof. Let k ≤ ã. Then we obtain from (2.7) and (2.9) that

zkS̃ψ(z) ∈ Pa ⇐⇒ zkS̃ψ(z) ⊥ S̃ψ(z), . . . , zã−aS̃ψ(z) ⇐⇒ k < ∆−+a (2.16)

Thus zkS̃ψ(z) ∈ Pa for all k ≤ min{ã,∆− + a− 1}. On the other hand,

zkS̃ψ(z)

{

6∈ P̃ , ã < k

∈ P̃ \ Pa , ∆− + a ≤ k ≤ ã

and it follows that n = min{ã,∆− + a− 1}.
Consider the case that ∆− ≤ ∆+. Then ∆ = ∆+ and ö = a−∆+ +∆−. By

(2.13), we have ã ≥ a+ ∆+ − 1 ≥ a+ ∆− − 1, and it follows that

n = ∆− + a− 1 = ∆ + ö− 1 .

If ∆− > ∆+, we have ∆ = ∆− and ö = a − ∆− + ∆+. Moreover, since

d̃a < maxi d̃i, we must have [ ã−∆−

2 ] + 1 < a. In particular, in (2.13), we must
be in the second case, and it follows that ã = a+ ∆+ − 1 < ∆− + a− 1. Thus

n = ã = a+ ∆+ − 1 = ∆ + ö− 1 .

This proves (2.14). In order to see the first assertion in (2.15), we compute

Pa[−]P0 = span
{
S̃ψ(z), . . . , zã−aS̃ψ(z)

}⊥
∩ span

{
S̃ψ(z), . . . , zãS̃ψ(z)

}
.

The second equivalence in (2.16) yields the desired formula.
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We come to the proof of the second assertion in (2.15). First note that, by
(2.8), we have (Pa[−]P0)

◦ = P̃◦
ã−n. Hence we have to show that d̃ã−n = ∆.

We distiguish four cases:
1◦: ∆− > ∆+. In this case n = ã, and hence d̃ã−n = d̃0 = ∆− = ∆.
2◦: ∆− ≤ ∆+ and ã− ∆− even, a = ∆+ − ∆−. We have

ã− n = (a+ ∆+) − (∆− + a− 1) = ∆+ − ∆− − 1 = a+ 1 ,

and a = [ ã−∆−

2 ]. Hence

d̃a+1 = d̃a = ∆− + a = ∆+ = ∆ .

3◦: ∆− ≤ ∆+ and ã− ∆− odd, a = [ ã−∆−

2 ] + 1. We have

∆+ = d̃a = d̃a−1 + 1 = ∆− + a ,

and
ã− n = (a+ ∆+ − 1) − (∆− + a− 1) = ∆+ − ∆− = a .

4◦: ∆− ≤ ∆+ but neither 2◦ nor 3◦: Since we are not in case 2◦,

ã− n = (a+ ∆+ − 1) − (∆− + a− 1) = ∆+ − ∆− ,

and since we are not in case 3◦,

∆+ ≤ ∆− + [
ã− ∆−

2
] .

Hence d̃∆+−∆−
= ∆− + (∆+ − ∆−) = ∆. ❑

After having elaborated the geometry of the spaces P0, . . . ,Pa, we re-
turn to our original aim, namely to show that the element F with P◦

0 =
span{F (z), . . . , z∆−−1F (z)} can be chosen such that F (0) = −1. In view of
(2.10) this will follow from the next statement.

2.9 Lemma. We have S̃ψ(0) = 1.

Proof. Recall that we have chosen Ẽ such that P̃ = P(Ẽ) and Ẽ(0) = −i. By
Corollary I.10.4 there exists a matrix W̃ ∈ M<∞ with K−(W̃ ) = K(W̃ ), such
that EW̃ = Ẽ. Let ω̃ be the finite maximal chain going downwards from W̃ as
constructed in Theorem II.7.1. As we know from the proof of this theorem, the
chain ω̃ is, if parameterized appropriately, given as

ω̃(t) =

{

ω(t) , t ∈ [s−, σ)

W̃W(l̃(t),ψ) , t ∈ (σ, σ + 1)
(2.17)

where l̃(t) := 1
σ−t + 1.

By our first assumption in (2.1), the value ω̃(t)′12(0) remains bounded if t
approaches σ from below, cf. the proof of Proposition 2.4. Hence, by Proposition
III.5.8, ω̃(t)′12(0) also remains bounded when t approaches σ from above. This
implies that ψ = π

2 , i.e. S̃ψ = i
2 (Ẽ− Ẽ#). In particular, we have S̃ψ(0) = 1. ❑
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2.10 Corollary. There exists a unique element D0 ∈ P(Es+) such that

P◦
0 = span

{
D0(z), . . . , z

∆−−1D0(z)
}

D0(0) = −1
(2.18)

Proof. We have already noted that the element D0 := −S̃ψ satisfies (2.18). The
uniqueness assertion holds true since any two elements satisfying the equality
in the first line of (2.18) must be scalar multiples of each other. ❑

Throughout the following we will denote

Dk(z) := −zkS̃ψ(z), k = 0, . . . , n .

and

cj :=

{

[D∆+j−1, Dn] = γ∆+j−1+n , j = 1, . . . , ö

0 , otherwise

Due to the symmetry of S̃ and (2.15), we have

[Dk, Dl] = ck+l+2−2∆−ö, k, l = 0, . . . , n .

2.11 Definition. Let b1, . . . , bö be the unique numbers such that

(c1, . . . , cö)






b1 · · · bö
...

. . .
...

0 · · · b1




 = (−1, 0, . . . , 0) ,

and put bö+1 := 0. Moreover, denote B(z) :=
∑ö
l=1 blD∆+ö−l(z). �

2.12 Remark.

(i) By Proposition I.6.1 and the discussion after it the entire function S̃ψ(z)
is real. This shows that the numbers cj , and hence also the numbers bj,
are real.

(ii) Note that, by our choice of B(z),

[B,Dk] =

{

−1 , k = ∆

0 , otherwise
(2.19)

�

If the interval (σ, s+) is indivisible, then we can choose P̃ := P(Eω(s+)) in
the above construction. Doing so, things become more explicit.

2.13 Corollary. Assume that (σ, s+) is indivisible. Write

ω(s+) =: (ω(s+)ij)
2
i,j=1 ,

and let π2 : K(ω(s+)) → P(Eω(s+)) be the isomorphism of projecting onto the
second component. Then

π−1
2 D0 = −

(
ω(s+)12
ω(s+)22

)

.
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Proof. As we saw in Lemma 2.9

D0 = −Sπ
2

= −
i

2
(Eω(s+) − E#

ω(s+)) = −ω(s+)22 .

Corollary II.7.4 implies that

(
ω(s+)12
ω(s+)22

)

= ω(s+)

(
0

1

)

∈ K(ω(s+)) .

Clearly, π2

(
ω(s+)12
ω(s+)22

)
= ω(s+)22, and thus the assertion follows. ❑

The elements Dk provide examples of elements of Γ(ω(s+)), cf. Lemma 2.15
and Lemma 2.16 below. Thereby, the first one is specific for the case that (σ, s+)
is indivisible. Boundary values will be computed with the help of a simple but
useful general fact.

2.14 Lemma. Let (P1, T1,Γ1) and (P2, T2,Γ2) be boundary triplets with defect
2, and assume that mul Γ1 = mul Γ2 = {0}. Let ((f ; g); (a; b)) ∈ Γ1 ⊎ Γ2, then

f, g ⊥ P1 ⇒ a = 0, f, g ⊥ P2 ⇒ b = 0

Proof. Assume that f, g ⊥ P1. Let v ∈ C2 be given. Since Γ1 is surjective,
there exist F,G ∈ P1 such that

(
(F ;G); (v; 0)

)
∈ Γ1 .

It follows that also ((F ;G); (v; 0)) ∈ Γ1 ⊎ Γ2, and hence the abstract Green’s
idenitity gives

0 = [g, F ] − [f,G] = v∗Ja .

Since v was arbitrary, this implies that a = 0.
The second implication follows in the same way. ❑

In the following we set δ(ω)k := π−1
2 Dk, k = 0, . . . ,∆ + ö− 1. We will also

write δk instead of δk(ω) if no confusion can occur.

2.15 Lemma. Assume that (σ, s+) is indivisible. Then we have

(
(0; δ0); (0;

(
1

0

)

)
)
∈ Γ(ω(s+)) . (2.20)

Proof. Let us again choose P̃ := P(Eω(s+)) in the construction of the element
D0. It follows that D0 spans the multivalued part of the selfadjoint extension
A−D0 of S(Eω(s+)). By Lemma V.2.16, we get (0;π−1

2 D0) ∈ T (ω(s+)).

Let a, b ∈ C2 be such that ((0; δ0); (a; b)) ∈ Γ(ω(s+)), and write b =
(
b1
b2

)
.

Choose r ∈ (s−, σ) ∩ Ireg such that (s−, r) is not indivisible. By Lemma 2.8
D0 ⊥ P0 ⊇ P(Eω(r)), and hence δ0 ⊥ K(ω(r)). By Lemma 2.14, we have a = 0.
Using the abstract Green’s identity with the element

(
(Hω(s+)(0, .)

(
0

1

)

; 0); (

(
0

1

)

;

(
0

1

)

)
)
∈ Γ(K(ω(s+))) , (2.21)
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gives

−b1 = −

(
0

1

)∗

Jb = [π−1
2 D0, Hω(s+)(0, .)

(
0

1

)

] = D0(0) = −1 ,

cf. (2.18). Finally, we use the element

(
(Hω(s+)(0, .)

(
1

0

)

; 0); (

(
1

0

)

;

(
1

0

)

)
)
∈ Γ(K(ω(s+))) ,

and remember Corollary 2.13, to obtain

b2 = −

(
1

0

)∗

Jb = [π−1
2 D0, Hω(s+)(0, .)

(
1

0

)

] = 0 .

❑

2.16 Lemma. We have

(
(δk; δk+1); (0; 0)

)
∈ Γ(ω(s+)), k = 0, . . . ,∆ + ö− 2 .

Proof. Since (Dk;Dk+1) ∈ S(Eω(s+)), Lemma V.2.16 implies (δk; δk+1) ∈
T (ω(s+)). Let a, b ∈ C2 be such that ((δk; δk+1); (a; b)) ∈ Γ(ω(s+)). The same
argument as in the proof of Lemma 2.15 yields that a = 0.

Assume that (σ, s+) is not indivsible. Choose r ∈ (σ, s+) ∩ Ireg such that
(r, s+) is not indivisible. Lemma 2.8 tells us that Dk, Dk+1 ∈ Pa ⊆ P(Eω(r)),
and hence orthogonal to ω(r) · K(ω(r)−1ω(s+)). Lemma 2.14 gives b = 0.

Finally, assume that (σ, s+) is indivisible. The abstract Green’s identity
with the pair (2.21) gives −b1 = Dk+1(0) = 0. Applying it with the pair (2.20)
gives

0 = −

(
1

0

)∗

Jb = b2 .

❑

c. The map ψ(ω).

We will next define a map ψ(ω) : K(ω(s+)) → M(I)/=H
which relates B(ω(s+))

to L2(H), Tmax(H) and Γ(H). Here M(I) denotes the set of all measurable
functions of I into C2 which have the property that, if (α−, α+) ⊆ I is an
indivisible interval of type φ, then ξTφ f(t) is constant on (α−, α+).

The definition of ψ(ω) is based on the following observation. For r ∈ Ireg
denote by Pr the orthogonal projection of K(ω(s+)) onto

{

K(ω(r)) , r ∈ [s−, σ)

ω(r) · K(ω(r)−1ω(s+)) , r ∈ (σ, s+]

Moreover, recall the notation Θr−,r+ from Corollary V.3.27.

2.17 Lemma. Let F ∈ K(ω(s+)) be given. Then there exists a unique element
f ∈ M(I)/=H

such that

(i) If r ∈ [s−, σ) ∩ Ireg is such that (s−, r) is not indivisible, then

Θs−,r(f |(s−,r)) = PrF .
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(ii) If r ∈ (σ, s+] ∩ Ireg is such that (r, s+) is not indivisible, then

ω(r) · Θr,s+(f |(r,s+)) = PrF .

(iii) If (σ, s+] is indivisible, then

f |(σ,s+] = −
[
π2F,D0

]
(

0

1

)

. (2.22)

Proof. Let r ∈ [s−, σ) ∩ Ireg. By Corollary V.3.27, Θs−,r maps L2(H |(s−,r))
bijectively onto K(ω(r)). Hence there exists a unique element fr ∈ L2(H |(s−,r))
such that

Θs−,rfr = PrF . (2.23)

Let r, r′ ∈ [s−, σ) ∩ Ireg, r
′ < r. Then, by Lemma V.3.34, we have

K(ω(s+))

Pr

��

Pr′

$$

K(ω(r))

Pr′

��

L2(H |(s−,r))
Θs−,r

oo

ρs−,r′

��

K(ω(r′)) L2(H |(s−,r′))
Θs−,r′

oo

By uniqueness of the elements satisfying (2.23), it follows that fr′ = ρs−,r′fr.
Since sup([s−, σ) ∩ Ireg) = σ, an element f− ∈ M((s−, σ))/=H

is well-defined
by the requirement that always (f−)|(s−,r) = fr.

Consider the case that (σ, s+) is not indivisible. We will argue similarly as
in the preceding paragraph. Let r ∈ (σ, s+] ∩ Ireg. By Corollary V.3.27, Θr,s+

maps L2(H |(r,s+)) bijectively onto K(ω(r)−1ω(s+)). Hence there exists a unique
element fr ∈ L2(H |(r,s+)) such that

ω(r) · Θs−,rfr = PrF . (2.24)

Let r, r′ ∈ (σ, s+] ∩ Ireg, r < r′. Denote by P̃r′ the orthogonal projection of
K(ω(r)−1ω(s+)) onto ω(r)−1ω(r′) · K(ω(r′)−1ω(s+)). The fact that

K(ω(s+)) = K(ω(r)) ⊕ ω(r)K(ω(r)−1ω(s+)) =

K(ω(r)) ⊕ ω(r)
[

K(ω(r)−1ω(r′)) ⊕ ω(r)−1ω(r′) · K(ω(r′)−1ω(s+))
]

=

= K(ω(r)) ⊕ ω(r)K(ω(r)−1ω(r′)) ⊕ ω(r′) · K(ω(r′)−1ω(s+))

just means that
Pr′ = (ω(r)·) ◦ P̃r′ ◦ (ω(r)−1·)

︸ ︷︷ ︸

=:P̂r′

◦Pr .
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Using Lemma V.3.34, we obtain

K(ω(s+))

Pr

��

Pr′

((

ω(r) · K(ω(r)−1ω(s+))

P̂r′

��

K(ω(r)−1ω(s+))

ω(r′)−1ω(r)P̃r′

��

ω(r)·
oo L2(H |(r,s+))

ρr′,s+

��

Θr,s+
oo

ω(r′) · K(ω(r′)−1ω(s+)) K(ω(r′)−1ω(s+))
ω(r′)·

oo L2(H |(r′,s+))
Θr′,s+
oo

By uniqueness of the elements satisfying (2.24), it follows that fr′ = ρr′,s+fr.
Since inf((σ, s+] ∩ Ireg) = σ, an element f+ ∈ M((σ, s+))/=H

is well-defined
by the requirement that always (f+)|(r,s+) = fr. Defining f ∈ M(I)/=H

by
f |(s−,σ) = f− and f |(σ,s+) = f+, clearly gives us an element with the desired
properties.

If (σ, s+) is indivisible, we simply take on the right half of the interval the
formula (2.22) as a definition, and again obtain an element with the desired
properties. ❑

2.18 Definition. Let ψ(ω) : K(ω(s+)) → M(I)/=H
be the map which assigns

to each element F ∈ K(ω(s+)) the unique element f given by Lemma 2.17. �

2.19 Remark.

(i) Let r ∈ (s−, σ), then (ψF )|(s−,r) ∈ L2(H |(s−,r)). Similarly, if r ∈ (σ, s+),
then (ψF )|(r,s+) ∈ L2(H |(r,s+)).

(ii) Since Θr−,r+ and Pr are both compatible with the respective involutions,

it follows that ψ(F#) = ψ(F ).

�

In general it will not be possible to compute ψF explicitly. However, for the
case of reproducing kernels this can be done.

2.20 Lemma. We have

ψ
(
Hω(s+)(w, .)v

)
=H ω(.)(w)∗v, w ∈ C, v ∈ C2 .

Proof. Let r ∈ [s−, σ) ∩ Ireg be such that (s−, r) is not indivisible. By (V.3.6),
we have

Θs−,rω(.)(w)∗v = Hω(r)(w, .)v .

However, since Pr is the orthogonal projection of K(ω(s+)) onto K(ω(r)), we
have PrHω(s+)(w, .) = Hω(r)(w, .). It follows that ψ

(
Hω(s+)(w, .)v

)
|(s−,σ) =H

ω(.)(w)∗v|(s−,σ).
Assume that (σ, s+) is not indivisible, and let r ∈ (σ, s+)∩ Ireg be such that

(r, s+) is not indivsible. The relation (V.3.6) applied with u := ω(r)∗v gives

ω(r) · Θr,s+ω(.)(w)∗v = ω(r) · Θr,s+([ω(r)−1ω(.)](w)∗u) =

= ω(r) ·Hω(r)−1ω(s+)(w, .)u = ω(r)Hω(r)−1ω(s+)(w, .)ω(r)∗v .
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Since Pr is the orthogonal projection of K(ω(s+)) onto ω(r) · K(ω(r)−1ω(s+)),
we have

PrHω(s+)(w, .)v = ω(r)Hω(r)−1ω(s+)(w, .)ω(r)∗v ,

cf. (V.2.19). It follows that ψ
(
Hω(s+)(w, .)v

)
|(σ,s+) =H ω(.)(w)∗v|(σ,s+).

Assume next that (σ, s+) is indivisible. Write

ω(t) :=

(
w11(t, .) w12(t, .)
w21(t, .) w22(t, .)

)

then

ω(t)(w)∗v =

(
(w11(t, w), w21(t, w))v

(w12(t, w), w22(t, w))v

)

.

By the definition of ψ and Corollary 2.13, we have

ψ
(
Hω(s+)(w, .)v

)
=

[
Hω(s+)(w, .)v,

(
w12(s+, .)

w22(s+, .)

)
]
(

0

1

)

=

= v∗
(
w12(s+, w)

w22(s+, w)

) (
0

1

)

= (w12(s+, w), w22(s+, w))v

(
0

1

)

.

Since we know that the number ψ in (2.17) is equal to π
2 , we have

(
w21(t, .)

w22(t, .)

)

=

(
w21(s+, .)

w22(s+, .)

)

, t ∈ (σ, s+] .

Since the Hamiltonian H |(σ,s+) is of the form

H(t) = h(t)

(
0 0
0 1

)

, t ∈ (σ, s+) ,

the asserted equality, i.e. equality modulo =H , follows. ❑

Our next task is to show in detail how ψ relates K(ω(s+)) with L2(H). In the
following denote by ρ− : M(I) → M([s−, σ)) and ρ+ : M(I) → M((σ, s+]) the
respective restriction maps, and set

K−(ω) := π−1
2 (P0), K+(ω) := π−1

2 (Pa)
⊥ ,

Xδ(ω) := span{δ(ω)∆, . . . , δ(ω)∆+ö−1} ,

Xδ(ω) := span{δ(ω)0, . . . , δ(ω)∆−1} .

Then, by Lemma 2.8, Xδ(ω) ⊥ Xδ(ω), Xδ(ω) is nondegenerated, and

(K−(ω) + K+(ω))⊥ = span{δ(ω)0, . . . , δ(ω)∆+ö−1} ,

(K−(ω) + K+(ω))◦ = span{δ(ω)0, . . . , δ(ω)∆−1} .
(2.25)

The above relations then imply

(K−(ω) + K+(ω) +Xδ(ω))⊥ = (K−(ω) + K+(ω) +Xδ(ω))◦ =

= span{δ(ω)0, . . . , δ(ω)∆−1} .
(2.26)

2.21 Proposition. We have
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(i) ker(ρ− ◦ ψ) = (K−)⊥, ker(ρ+ ◦ ψ) = (K+)⊥ ,

kerψ = span
{
δ0, . . . , δ∆+ö−1

}
.

(ii) The restriction ψ|K± maps K± isometrically onto L2(H±). We have

[F,G] =

∫

I

(ψG)∗H(ψF ), F ∈ X⊥
δ , G ∈ (Xδ +Xδ)⊥ . (2.27)

(iii) (ρ− ◦ ψ)−1(L2(H−)) = span
{
δ0, . . . , δ∆−−1

}⊥

(ρ+ ◦ ψ)−1(L2(H+)) = span
{
δ0, . . . , δ∆+−1

}⊥

ψ−1(L2(H)) = span
{
δ0, . . . , δ∆−1

}⊥

Proof (of Proposition 2.21, (i)). By its definition

P0 = cls
{
P(Et) : t ∈ [s−, σ) ∩ Ireg

}
,

and hence
K− = cls

{
K(ω(t)) : t ∈ [s−, σ) ∩ Ireg

}
. (2.28)

Let F ∈ K(ω(s+)), then F ⊥ K− if and only if F ⊥ K(ω(t)) for all t ∈ [s−, σ) ∩
Ireg. This, however, is by the definition of ψ equivalent to (ψF )(t) = 0 for all
t ∈ [s−, σ). Thus, the first part of (i) holds true.

If (σ, s+] is not indivisible, we have

P⊥
a = cls

{
P(Et)

⊥ : t ∈ (σ, s+] ∩ Ireg
}
,

and hence
K+ = cls

{
K(ω(t))⊥ : t ∈ (σ, s+] ∩ Ireg

}
. (2.29)

Since K(ω(t))⊥ = ω(t) · K(ω(t)−1ω(s+)), the same argument as in the first
paragraph yields that F ⊥ K+ if and only if (ψF )(t) = 0 for all t ∈ (σ, s+].

Consider the case that (σ, s+) is indivisible. By (2.22), we have (ρ+◦ψ)F = 0
if and only if F ⊥ π−1

2 D0. However, {D0}
⊥ = Pa. This completes the proof of

the second part of (i).
Finally, from the already shown facts and Lemma 2.8 we obtain

kerψ = ker(ρ− ◦ ψ) ∩ ker(ρ+ ◦ ψ) = π−1
2

(
P⊥

0 ∩ Pa

)
=

= span{δ0, . . . , δ∆+ö−1} .

❑

For the proof of the assertion Proposition 2.21, (ii), we will employ the following
elementary geometric statement, which supplements [KWW1].

2.22 Lemma. Let Q1 and Q2 be almost Pontryagin spaces, and let L1 ⊆ Q1,
L2 ⊆ Q2, be dense linear subspaces. If λ : L1 → L2 is a surjective and isometric
map, then there exists an isometric isomorphism λ̂ : Q1/Q◦

1
→ Q2/Q◦

2
with

L1
λ //

��

L2

��

Q1/Q◦
1

λ̂

// Q2/Q◦
2

where the downwards arrows are the canonical maps, i.e. inclusion followed by
projection.
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Proof. Let x ∈ L1 ∩ Q◦
1 and y ∈ L2. Choose y1 ∈ L1 with λ(y1) = y, then

[λ(x), y] = [x, y1] = 0 .

Since L2 is dense in Q2, it follows that λ(x) ∈ Q◦
2.

Therefore a map λ̃ : L1/Q◦
1
→ L2/Q◦

2
with

L1
λ //

��

L2

��

L1/Q◦
1

λ̂

// L2/Q◦
2

is well-defined. Clearly, λ̃ is isometric. However, Lj/Q◦
j

is a dense linear sub-

space of the Pontryagin space Qj/Q◦
j
, and hence λ̃ can be extended by continuity

to an isometric isomorphism between Q1/Q◦
1

and Q2/Q◦
2
. ❑

Proof (of Proposition 2.21, (ii)). Let r ∈ [s−, σ) ∩ Ireg be such that (s−, r) is
not indivisible. By the definition of ψ, we have ψ|K(ω(r)) = Θ−1

s−,r
, and therefore

ψ|K(ω(r)) is an isometric isomorphism of K(ω(r)) onto L2(H(s−,r)). It follows
that ψ induces a surjective isometry

λ := ψ|S
r

K(ω(r)) :
⋃

r

K(ω(r)) →
⋃

r

L2(H(s−,r)) ,

where unions are taken over the range of all values of r ∈ [s−, σ) ∩ Ireg such
that (s−, r) is not indivisible. Lemma 2.22 applied with the map λ and the

almost Pontryagin spaces K− and L2(H−), gives an isometric isomorphism λ̂ :
K−/(K−)◦ → L2(H−).

Let F ∈ K− be given. If r ∈ [s−, σ)∩Ireg is such that (s−, r) is not indivisible,
let g ∈ L2(H(s−,r)), and choose G ∈ K(ω(r)) such that g = λ(G). Then g =

λ̂([G](K−)◦) and

(ψF )|(s−,r) = (ψPrF )|(s−,r) = λ̂([PrF ](K−)◦)|(s−,r) .

We compute

∫ r

s−

g∗Hλ̂([F ](K−)◦) =
[
λ̂([F ](K−)◦), λ̂([G](K−)◦)

]
= [F,G] = [F, PrG] =

= [PrF,G] =
[
λ̂([PrF ](K−)◦), λ̂([G](K−)◦)

]
=

∫ r

s−

g∗H(ψF ) .

and get that ψF = λ̂([F ](K−)◦). Since λ̂ is isometric and onto L2(H−), so is
ψ|K− .

Assume that (σ, s+) is not indivisible. Let r ∈ (σ, s+] ∩ Ireg be such that
(r, s+) is not indivisible, then

ψ|ω(r)·K(ω(r)−1ω(s+)) = (ω(r) · Θs−,r)
−1 ,
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and therefore the map ψ|ω(r)·K(ω(r)−1ω(s+)) is an isometric isomorphism of ω(r) ·
K(ω(r)−1ω(s+)) onto L2(H(r,s+)). Hence

ψ|S
r
ω(r)·K(ω(r)−1ω(s+)) :

⋃

r

ω(r) · K(ω(r)−1ω(s+)) →
⋃

r

L2(H(r,s+))

is a surjective isometry between dense subspaces of the almost Pontryagin spaces
K+ and L2(H+). The desired conclusion follows in exactly the same way as in
the above paragraph.

If (σ, s+) is indivisible, matters are trivial. Actually, in this case, L2(H+) =
{0} and K+ = span{δ0}. However, by definition ψδ0 = 0. This completes the
proof of the first assertion in (ii).

In order to show (2.27), let F ⊥ Xδ and G ⊥ (Xδ +Xδ). Due to (2.25) and
(2.26) we can decompose F as F = F− +F+ +F1 with F± ∈ K±, F1 ∈ Xδ, and
G = G− +G+ with G± ∈ K±. It follows that

[F,G] = [F−, G−] + [F+, G+] =

∫ σ

s−

(ψG−)∗H(ψF−) +

∫ σ

s−

(ψG+)∗H(ψF+) .

❑

The assertions in (iii) are obtained as a corollary of (ii).

Proof (of Proposition 2.21, (iii)). Since ψ maps K− onto L2(H−), we have

(ρ− ◦ ψ)−1(L2(H−)) = K− + ker(ρ− ◦ ψ) = K− + (K−)⊥ .

However, since K(ω(s+)) is a Pontryagin space, the sum K− + (K−)⊥ is closed,
and we may compute further

K− + (K−)⊥ =
(
(K−)⊥ ∩ K−

)⊥
= span{δ0, . . . , δ∆−−1}

⊥ .

Similarly,

(ρ+ ◦ ψ)−1(L2(H+)) = K+ + ker(ρ+ ◦ ψ) = K− + (K+)⊥ =

=
(
(K+)⊥ ∩ K+

)⊥
= span{δ0, . . . , δ∆+−1}

⊥ .

The last assertion in (iii) is now obvious. ❑

The next step in the investigation of ψ is to show how ψ relates T (ω(s+)) with
differentiation. This is a crucial fact.

2.23 Proposition. Let ((F ;G); (a; b)) ∈ Γ(ω(s+)) be given. Then there ex-
ists a locally absolutely continuous representant f of ψF , such that (g is any
representant of ψG)

f ′ = JHg, f(s−) = a, f(s+) = b .

Proof. Let r ∈ (s−, σ) ∩ Ireg. By Proposition V.2.11 and Corollary V.3.27, we
have

(
(Pr ⊠ Pr) ⊠ πl

)
Γ(ω(s+)) ⊆

(
(id ⊠ id) ⊠ πl

)
Γ(ω(r)) =

=
(
(id⊠ id) ⊠ πl

)(
(Θs−,r ⊠ Θs−,r) ⊠ idC2×C2

)
Γ(H |(s−,r)) =
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=
(
(Θs−,r ⊠ Θs−,r) ⊠ πl

)
Γ(H |(s−,r))

Hence, there exists ((fr; gr); (ar; br)) ∈ Γ(H |(s−,r)), such that

Θs−,rfr = PrF, Θs−,rgr = PrG, ar = a .

In view of the definition of ψ, we must have fr = (ψF )|(s−,r) and gr =
(ψG)|(s−,r). It follows that there exists a unique locally absolutely continu-

ous representant f̃r of (ψF )|(s−,r) satisfying f̃ ′
r = JH(ψG)|(s− ,r), cf. [HSW].

Moreover, it has the boundary value f̃r(s−) = a.
If r, r′ ∈ (s−, σ) ∩ Ireg, r

′ < r, clearly, (f̃r|(s−,r′))
′ = JH(ψG)|(s−,r′). By

uniqueness, f̃r′ = f̃r|(s−,r′). Hence, a locally absolutely continuous function

f− on (s−, σ) is well-defined by the requirement that always (f−)|(s−,r) = f̃r.
Apparently, f− is a representant of ψF |(s−,σ), satisfies (f−)′ = JH(ψG)|(s−,σ)

and f−(s−) = a.
Consider the case that (σ, s+) is not indivisible. We proceed similar as in

the preceding paragraph. Let r ∈ (σ, s+) ∩ Ireg. By Proposition V.2.11 and
Corollary V.3.27,

(
(Pr ⊠ Pr) ⊠ πr

)
Γ(ω(s+)) ⊆

(
(id⊠ id) ⊠ πr

)
Γ(Bω(r)(ω(r)−1ω(s+))) =

=
(
(id⊠ id) ⊠ πr

)(
(ω(r)·Θr,s+ ⊠ ω(r)·Θr,s+) ⊠ idC2×C2

)
Γ(H |(r,s+)) =

=
(
(ω(r)·Θr,s+ ⊠ ω(r)·Θr,s+) ⊠ πr

)
Γ(H |(r,s+)) .

Again we see that fr = (ψF )|(r,s+) and gr = (ψG)|(r,s+) for some element
((fr; gr); (ar; b)) ∈ Γ(H |(r,s+)). Hence, the same argument as above will provide
us with a locally absolutely continuous representant f+ of ψF |(σ,s+), such that
(f+)′ = JH(ψG)|(σ,s+) and f+(s+) = b. Defining f by putting together these
two functions, the assertion follows.

Consider the case that (σ, s+) is indivisible. Then, by the abstract Green’s
identity and Lemma 2.15, we have (b =

(
b1
b2

)
)

−[F, π−1
2 D0] = −

(
1

0

)∗

Jb = b2 . (2.30)

By the definition (2.22) of ψ, we have

ψF |(σ,s+) = −[π2F,D0]

(
0

1

)

, ψG|(σ,s+) = −[π2G,D0]

(
0

1

)

.

Since the Hamiltonian H is, on the interval (σ, s+), of the form

H(t) = h(t)

(
0 0
0 1

)

, t ∈ (σ, s+) ,

it follows that the function

f+(t) =

(
b1 + [π2G,D0]

∫ t

s+
h

−[π2F,D0]

)

is a locally absolutely continuous representant of ψF |(σ,s+) and satisfies (f+)′ =

JHψG|(σ,s+). Moreover, by (2.30), we have f+(s+) =
(

b1
−[π2F,D0]

)
= b. Proceed-

ing similarly as in the above paragraph completes the proof. ❑
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2.24 Corollary. Let (F ;G) ∈ T (ω(s+)), and assume that f is a locally abso-
lutely continuous representant of ψF with f ′ = JH(ψg). Then there exists a
constant γ ∈ C such that

(
(F ;G); (f(s−); f(s+) + γ

(
1

0

)

)
)
∈ Γ(ω(s+)) .

If (σ, s+) is not indivisible, then γ = 0.

Proof. Choose a locally absolutely continuous representant f1 of ψF according
to Proposition 2.23, so that ((F ;G); (f1(s−); f1(s+)) ∈ Γ(ω(s+)).

Let r ∈ (s−, σ) ∩ Ireg be such that (s−, r) is not indivisible, then f, f1, ψg ∈
L2(H |(s−,r)), and

f ′ = f ′
1 = JHg, t ∈ (s−, r) .

Since f1 =H f , it follows that f |(s−,σ) = f1|(s−,σ), cf. [HSW, Lemma 3.5]. In
particular, boundary values at s− coincide.

The same argument will work for boundary values at s+ if (σ, s+) is not
indivsible. If (σ, s+) is indivisible, we only obtain π2f1(s+) = π2f(s+), cf.
(2.22). Still, due to Lemma 2.15 this also yields the present assertion. ❑

2.25 Corollary. Let ((F1;G1); (a1; b1)), ((F2;G2); (a2; b2)) ∈ Γ(ω(s+)).

(i) If (ψF1)|(s−,r) = (ψF2)|(s−,r) and (ψG1)|(s−,r) = (ψG2)|(s−,r) for some
r ∈ (s−, σ) ∩ Ireg such that (s−, r) is not indivisible, then a1 = a2.

(ii) If (ψF1)|(r,s+) = (ψF2)|(r,s+) and (ψG1)|(r,s+) = (ψG2)|(r,s+) for some
r ∈ (σ, s+) ∩ Ireg such that (r, s+) is not indivisible, then b1 = b2.

(iii) Assume that (σ, s+) is indivisible. If (ψF1)|(σ,s+) = (ψF2)|(σ,s+), then
π2b1 = π2b2.

For each prescribed value β ∈ C, there exists ((F ;G); (a; b)) ∈ Γ(ω(s+))
such that (ψF1)|(σ,s+) = (ψF )|(σ,s+), (ψG1)|(σ,s+) = (ψG)|(σ,s+), and
π1b = β.

Proof. Assume we are in the situation of (i). Then
(
(ψF1)|(s−,r); (ψG1)|(s−,r)

)
=

(
(ψF2)|(s−,r); (ψG2)|(s−,r)

)
∈ Tmax(H |(s−,r)) .

Choose locally absolutely continuous representants f1 and f2 according to
Proposition 2.23 applied with ((F1;G1); (a1; b1)) or ((F2;G2); (a2; b2)), respec-
tively. Since (s−, r) is not indivisible, we must have f1|(s−,r) = f2|(s−,r). It
follows that a1 = a2.

The assertion (ii) is proved completely similar. Let us investigate the sit-
uation that (σ, s+) is indivisible. Then (ψF1)|(σ,s+) = (ψF2)|(σ,s+) just means
[F1, δ0] = [F2, δ0]. Using the abstract Green’s identity with the element (2.20),
yields π2b1 = π2b2. The second part of the assertion in (iii) follows, since we
may add arbitrary scalar multiples of the element (2.20) to a given element
((F1;G1); (a1; b1)) of Γ(ω(s+)) without altering ψF1 and ψG1. ❑

d. The elements Pj .

Let D0 be the element constructed in Subsection b., let B := B−D0 be the
bounded selfadjoint operator as introduced in Lemma V.2.15, and recall the
notation B(z) from Definition 2.11. Note that BDk = Dk−1, k = 1, . . . , n.
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2.26 Definition. Let elements Pj ∈ P(Es+), j ∈ N∪{0}, be defined inductively
by

P0(z) := KEs+
(0, z) ,

Pj(z) := BPj−1(z) −

{

B(z) , j = ∆

0 , otherwise

Moreover, set dj(ω) := Pj(0). �

2.27 Lemma. We have

[
Pj , Dk

]
=

{

−1 , j = k ∈ {0, . . . ,∆ − 1}

0 , otherwise

and
[Pk, Pl] = dk+l, k, l ∈ N0 .

Proof. Our definitions together with Lemma V.2.15 give

[P0, D0] = −1, [P0, Dk] = [Pk, D0] = 0, k ≥ 1 . (2.31)

We will show the recurrance relation

[Pj , Dk] = [Pj−1, Dk−1] +

{

1 , j = k = ∆

0 , otherwise
, j ≥ 1, k = 1, . . . ,∆ + ö− 1 .

(2.32)
Together with (2.31), this will imply the first assertion of the lemma.

In order to see (2.32) we use the selfadjointness of B, and obtain together
with (2.19), (2.31) and BDk(z) = Dk−1(z), that for j ≥ 1, k = 1, . . . ,∆+ ö− 1,

[Pj , Dk] =
[
BPj−1 −B

︸︷︷︸

only if
j=∆

, Dk

]
= [Pj−1, Dk−1] +

{
1 , j = k = ∆
0 , otherwise

.

In order to see the second assertion, note that by the already proved part of the
present assertion B ⊥ Pk, k ∈ N ∪ {0}. Since B is selfadjoint,

[Pk, Pl+1] = [Pk,BPl] = [BPk, Pl] = [Pk+1, Pl], k, l ∈ N ∪ {0} .

The asserted formula follows inductively from the definition dk = [Pk, P0]. ❑

We are now in position to establish the condition ∆(H) < ∞. From now on
let b(ω) := π−1

2 B(z). Again, we will drop the argument ω if no confusion may
occur.

2.28 Proposition. We have ∆(H−) = ∆−(ω) and ∆(H+) = ∆+(ω). Let
functions wk, k ∈ N0, be defined as in [KW/IV, §4.1], then

wk =H ψ(π−1
2 Pk), k ∈ N0 ,

and
(
(π−1

2 Pk +b
︸︷︷︸

only if
k=∆

;π−1
2 Pk−1 + dk−1δ0); (wk(s−); wk(s+))

)
∈ Γ(ω(s+)) .
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Proof. Since P0 = KEω(s+)
(0, .) = π2Hω(s+)(0, .)

(
0
1

)
, we know from Lemma 2.20

that

ψ(π−1
2 P0) =H

(
0

1

)

.

Moreover, by definition of Γ(ω(s+)),

(
(π−1

2 P0; 0); (

(
0

1

)

;

(
0

1

)

)
)
∈ Γ(ω(s+)) . (2.33)

By Lemma V.2.15, the pair

(Pk +B
︸︷︷︸

only if
k=∆

;Pk−1 + dk−1D0)

belongs to some selfadjoint extension of S(Eω(s+)). Thus Lemma V.2.16 gives

(π−1
2 Pk +b

︸︷︷︸

only if
k=∆

;π−1
2 Pk−1 + dk−1δ0) ∈ T1(ω(s+)) .

Let ak, bk ∈ C2 be such that
(
(π−1

2 Pk +b
︸︷︷︸

only if
k=∆

;π−1
2 Pk−1 + dk−1δ0); (ak; bk)

)
∈ Γ(ω(s+)) ,

and put w0 :=
(
0
1

)
. We have b (= π−1

2 B(z)), δ0 ∈ kerψ. Hence, by Proposition

2.23, there exist locally absolutely continuous representants wk of ψ(π−1
2 Pk),

k ∈ N, such that

w′
k+1 = JHwk, wk(s−) = ak, wk(s+) = bk, k ∈ N0 .

By the definition of T1(ω(s+)), we have π1ak = 0. Using the Green’s identity
with the pair (2.33), it follows that π1bk = 0. By Proposition 2.21, (iii), and
Lemma 2.27, we have

ρ−wk ∈ L2(H−) ⇐⇒ k ≥ ∆−(ω)

ρ+wk ∈ L2(H+) ⇐⇒ k ≥ ∆+(ω)

We conclude that ∆(H−) = ∆−(ω), ∆(H+) = ∆+(ω), and that wk = wk =
ψPk. ❑

We set pj := π−1
2 Pj .

2.29 Corollary. The elements p0, . . . , p∆−1 are linearly independent modulo
(K−+K+)+̇Xδ, and together with this space these elements span all of K(ω(s+)).

Proof. The image of p0, . . . , p∆−1 under the linear map ψ is linearly independent
modulo L2(H), and

ψ−1(L2(H)) = span{δ0, . . . , δ∆−1}
⊥ =

= K− + K+ + span{δ∆, . . . δ∆+ö−1} .

Since, by (2.26), dim(K(ω(s+))/(K−+K++Xδ)) = ∆, the last assertion follows.

❑
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e. Realization as model of h.
We have by the time collected all the necessary ingredients to define an elemen-
tary Hamiltonian h of kind (A): Let h be given by the data

H−(ω), H+(ω), ö(ω), b0(ω), . . . , bö+1(ω), d0(ω), . . . , d2∆(ω)−1(ω) .

Our aim is to prove that ωh = ω. Since both, ωh|[s−,σ) and ω|[s−,σ), are solutions
of the initial value problem (V.3.5) for the HamiltonianH−(ω), we already know
that ωh(t) = ω(t), for t ∈ [s−, σ). In order to establish equality also on the
interval (σ, s+], it is enough to show

ω(B(h)) = ω(s+) . (2.34)

In fact, once having establish this equality, we may argue that both, ωh|(σ,s+] and
ω|(σ,s+], are solutions of the differential equation in (V.3.5) for the Hamiltonian
H+(ω) with the same initial value at the regular endpoint s+. Thus equality on
the whole interval (σ, s+] follows from (2.34).

2.30 Remark. Note that, by the uniqueness part of V.3.9, the relation (2.34)
immediately implies that ω and ωh are reparameterizations of each other. How-
ever, the above argument ensures actual equality. �

Below we will show that there exists an isomorphism (̟; id) between the bound-
ary triplets B(ω(s+)) and B(h). Remembering Proposition V.4.7 and Proposi-
tion V.4.27, this is sufficient to obtain (2.34).

Our first task is to construct the map ̟. We need the following result, which
supplements to Proposition IV.4.14.

2.31 Lemma. Let notation be as in Proposition IV.4.14. The linear space
⋃

J ran ιJ , where the union is taken over all sets of the form (IV.4.20), is dense
in C.

Proof. Let y ∈ P(h) be given, and assume that y ⊥
⋃

J ran ιJ . Then, by
(IV.4.21), we have ψy = 0. However, kerψ = C⊥. ❑

Consider the linear space

L :=
⋃

r−,r+

(

L2(H |(s−,r−)) ⊕ L2(H |(r+,s+))
)

where the union is taken over all r− ∈ (s−, σ) ∩ Ireg such that (s−, r) is not
indivisible and all r+ ∈ (σ, s+) ∩ Ireg such that (r+, s+) is not indivisible, and
let L be endowed with the L2(H)-inner product. Note here that, if (σ, s+) is
indivisible, this definition, as well as the following considerations, are understood
in such a way that the summands L2(H |(r+,s+)) are not present.

By Proposition IV.4.14 and Lemma V.3.34 we have isometric maps ι : L →
C(h) and θ : L → K−(ω) + K+(ω) which are defined such that for all admissible
values of r−, r+ the following diagram commutes

L2(H |(s−,r−)) ⊕ L2(H |(r+,s+))

⊆

��

θs−,r−
⊕

ω(r+)·θr+,s+

��

ι(s−,r−)

⊕ι(r+,s+)

��

L

θttiiiiiiiiiiiiiiiiiiii

ι

))SSSSSSSSSSSSSSSSSSS

K−(ω)+K+(ω) C(h)
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The ranges θ(L) and ι(L) are dense in the respective almost Pontryagin spaces
K−(ω)+K+(ω) and C(h). For the map θ this follows from (2.28), (2.29) and, in
case that (σ, s+) is indivisible, because of K+(ω) = span{δ0(ω)} ⊆ K−(ω). For
the map ι, this is Lemma 2.31. Thus

(
K−(ω)+K+(ω), θ

)
and

(
C(h), ι

)

are both almost Pontryagin space completions of L in the sense of [KWW1,
Definition 4.2].

2.32 Lemma. The completions (K−(ω) + K+(ω), θ) and (C(h), ι) are isomor-
phic, i.e. there exists an isometric and bicontinuous isomorphism ̟ : K−(ω) +
K+(ω) → C(h) such that

L

θ

xxrrrrrrrrrrr

ι

!!B
BB

BB
BB

B

K−(ω)+K+(ω)
̟

// C(h)

Proof. We are going to apply the uniqueness part of [KWW1, Proposition 4.4].
Let f1, . . . , f∆ : L → C be the linear functionals

fk(F ) :=

∫

(s−,σ)∪(σ,s+)

w∗
k−1HF, F ∈ L .

Since no nontrivial linear combination of w0, . . . ,w∆−1 belongs to L2(H), no
nontrivial linear combination of f1, . . . , f∆ is continuous with respect to the
topology induced by the L2(H)-inner product given on L. However, we have

L

θ

xxrrrrrrrrrrr

ι

!!B
BB

BB
BB

B

fk

��

K−(ω)+K+(ω)

[.,p(ω)k−1]
&&LLLLLLLLLLL

C(h)

[.,p(h)k−1]
}}||

||
||

||

C

(2.35)

Thereby, the left side of the diagram commutes by (2.27) which is applicable
since each element of ran θ has compact support in I. The right side of the
diagram follows from (IV.4.21). Moreover, by (2.25), we have

dim(K−(ω)+K+(ω))◦ = ∆ = dim C(h)◦ .

Hence we may apply [KWW1, Proposition 4.4], and obtain an isomorphism ̟
with the desired properties. ❑

2.33 Definition. Define an extension of ̟ to a map from K(ω(s+)) to P(h)
by linearity and

p(ω)k 7→ p(h)k, k = 0, . . . ,∆ − 1 ,

δ(ω)k 7→ δ(h)k, k = ∆, . . . ,∆ + ö− 1 .

We will denote this map again by ̟. �

26



First of all note that, due to Corollary 2.29, the map ̟ is well-defined and
bijective.

2.34 Lemma. The map ̟ : K(ω(s+)) → P(h) is an isometric isomorphism.

Proof. The restriction̟|K−(ω)+K+(ω) is isometric by Lemma 2.32, the restriction
̟|span{P0,...,P∆−1,δ∆,...,δ∆+ö−1} by the definition of bj(h), dj(h) and Lemma 2.27.

Moreover, K−(ω)+K+(ω) ⊥ Xδ(ω) and C(h) ⊥ Xδ(h).
It remains to show that [̟F, p(h)k ] = [F, p(ω)k], F ∈ K−(ω)+K+(ω), k =

0, . . . ,∆ − 1. However, the definition of ̟ and (2.35) implies

[θf, p(ω)k] = fk(f) = [ιf, p(h)k] = [̟(θf), p(h)k], f ∈ L .

By continuity, the desired relation follows for all F ∈ K−(ω)+K+(ω). ❑

2.35 Corollary. We have

̟δ(ω)k = δ(h)k, k = 0, . . . ,∆ − 1 ,

̟p(ω)k = p(h)k, k ≥ ∆ .

Proof. From the definition of ̟ it is clear that

̟(K−(ω) + K+(ω) +Xδ(ω)) ⊆ C(h) +Xδ(h) .

Passing to orthogonal complements, gives

̟(Xδ(ω)) = Xδ(h) .

However, if k, l ∈ {0, . . . ,∆}, we obtain from Lemma 2.27

[̟δ(ω)k, p(h)l] = [̟δ(ω)k, ̟p(ω)l] = [δ(ω)k, p(ω)l] = [δ(h)k, p(h)l] .

It follows that ̟δ(ω)k = δ(h)k.
For k ≥ ∆ we have wk ∈ L2(H). Hence, by Proposition 2.28 and Proposition

2.21 we have p(ω)k ∈ Xδ(ω)⊥. For each g ∈ C(h) we have G := ̟−1g ∈
K−(ω) + K+(ω) and, hence, by (2.27)

[̟p(ω)k, g] = [p(ω)k, G] =

∫

I

(ψ(ω)G)∗Hwk =

∫

I

(ψ(h)g)∗Hwk = [p(h), g] .

Moreover, by Lemma 2.27,

[̟p(ω)k, δ(h)l] = [p(ω)k, δ(ω)l] = [p(h)k, δ(h)l] ,

[̟p(ω)k, p(h)l] = [p(ω)k, p(ω)l] = [p(h)k, p(h)l] .

Together, these relations imply ̟p(ω)k = p(h)k. ❑

2.36 Proposition. The pair (̟; id) is an isomorphism between the boundary
triplets B(ω(s+)) and B(h).

In the proof of this result, we will employ the following lemma.
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2.37 Lemma. Denote

F(H) := L2(H)+̇ span{w0, . . . ,w∆−1} ,

TF(H) :=
{
(f ; g) ∈ F(H)2 : ∃f̃ abs.cont., [f̃ ]=H

= f, f̃ ′ = JHg
}

Then
TF(H) = Tmax(H)+̇ span{(wk; wk−1) : k = 0, . . . ,∆}

where we have set w−1 := 0.

Proof. The inclusion ‘⊇’ is obvious. Assume that (f ; g) ∈ TF(H), and write

f = f1 +

∆−1∑

j=0

ηjwj , g = g1 +

∆−1∑

j=0

µjwj .

Consider the element (f̂ ; ĝ) := (f1 − µ∆−1w∆; g1 +
∑∆−2

j=0 (µj − ηj+1)wj), then

(f̂ ; ĝ) = (f ; g) −
∆−1∑

j=0

ηj(wj ; wj−1) − µ∆−1(w∆; w∆−1) ∈ TF(H)

and f̂ ∈ L2(H). Let B± denote the operators from Section 4.1 of [KW/IV], see
also (IV.2.22). It follows that for some constants c−1 , c

+
1 , c2 ∈ C,

f̂ |(s−,s) = B−g1|(s−,s) +

(
c−1
0

)

+ c2w0|(s−,s) +

∆−2∑

j=0

(µj − ηj+1)wj+1|(s−,s) ,

f̂ |(s,s+) = B+g1|(s,s+) +

(
c+1
0

)

+ c2w0|(s,s+) +

∆−2∑

j=0

(µj − ηj+1)wj+1|(s,s+) .

As w0, . . . ,w∆−1 are linearly independent modulo L2(H), we obtain c2 = 0 and

µj − ηj+1 = 0, j = 0, . . . ,∆− 2, in particular ĝ ∈ L2(H). Thus (f̂ ; ĝ) ∈ L2(H),
and the assertion follows. ❑

Proof (of Proposition 2.36).
Step 1: We show

(
(̟ ⊠̟) ⊠ id

)(

Γ(ω(s+)) ∩
(
(X⊥

δ )2 × (C2)2
))

⊆ Γ(h) . (2.36)

To this end, let ((F ;G); (a; b)) ∈ Γ(ω(s+))∩
(
(X⊥

δ )2×(C2)2
)

be given. According
to Proposition 2.23 (ψF ;ψG) ∈ Tmax(H). By Proposition IV.4.17 there exists
an element (f ; g) ∈ T (h) ∩ C(h)2, such that

ψ(h)f = ψ(ω)F, ψ(h)g = ψ(ω)G .

Let f̃ := πlΨ
ac(f ; g), then f̃ is a locally absolutely continuous representant of

ψf with f̃ ′ = JH(ψg). By Corollary 2.24, we have ((F ;G); (f̃ (s−), f̃(s+))) ∈
Γ(ω(s+)), and Corollary 2.25 implies that

a = f̃(s−) and

{

b = f̃(s+) , (σ, s+) not indivisible

π2b = π2f̃(s+) , (σ, s+) indivisible
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By adding an appropriate linear combination of (δ(h)k; δ(h)k+1), k = 0, . . . ,∆−
2, and a multiple of (0; δ0(h)) if (σ, s+) is indivisible (remember Lemma 2.15
and Lemma 2.16), we see that the elements f and g can be chosen such that

π1b = π1f̃(s+) also if (σ, s+) is indivisible

[f, p(h)k] = [̟F, p(h)k], k = 0, . . . ,∆ − 2 .

Case ö = 0: We use the Green’s identity with the pairs (w∆; p(h)∆−1 +
d∆−1δ(h)0) and (p(ω)∆; p(ω)∆−1 + d∆−1δ(ω)0) to obtain

[f, p(h)∆−1] = [f, p(h)∆−1 + d∆−1δ(h)0] =

= [g,w∆] − w∆(s−)∗Jf̃(s−) + w∆(s+)∗Jf̃(s+) =

=

∫

I

(w∆)∗J(ψg) − w∆(s−)∗Ja+ w∆(s+)∗Jb =

= [G, p(ω)∆] − w∆(s−)∗Ja+ w∆(s+)∗Jb =

= [F, p(ω)∆−1 + d∆−1δ(ω)0] = [F, p(ω)∆−1] = [̟F, p(h)∆−1]

Thus f and ̟F are elements of span{δ(h)0, . . . , δ(h)∆−1}⊥ whose images under
ψ(h) and whose inner products with p(h)k, k = 0, . . . ,∆ − 1, coincide. This
implies their equality.

Using the Green’s idenitity with the pairs (p0; 0) and (pk; pk−1 + dk−1δ0),
k = 1, . . . ,∆ − 1, yields [g, p(h)k] = [̟G, p(h)k], k = 0, . . . ,∆ − 1. Thus also
̟G = g. Altogether, we obtain

(
(̟F ;̟G); (a; b)

)
∈ Γ(h) .

Case ö > 0: By adding an appropriate linear combination of (δ(h)k; δ(h)k+1),
k = ∆ − 1, . . . ,∆ + ö− 2, we see that the elements f and g can be choosen in
C(h) +Xδ such that

[f, p(h)∆−1] = [̟F, p(h)∆−1] ,

[f, δ(h)k] = [̟F, δ(h)k ], k = ∆ + 1, . . . ,∆ + ö− 1 .

Applying the Green’s identity with the pair (δ(.)∆−1; δ(.)∆) gives

[f, δ(h)∆] = [g, δ(h)∆−1] = 0 = [G, δ(ω)∆−1] =

= [F, δ(ω)∆] = [̟F, δ(h)∆] .

Again it follows that ̟F = f . In the same way as above, we obtain that also
̟G = g.

Step 2: Finish of proof. Let ((F ;G); (a; b)) ∈ Γ(ω(s+)) be given. Applying Ψ
and using Lemma 2.37, we find constants λj ∈ C such that

(
(F̂ ; Ĝ); (â; b̂)

)
:= ((F ;G); (a; b))+

+

∆−1∑

k=0

λk
(
(p(ω)k; p(ω)k−1 + dk−1δ(ω)0); (wk(s−); wk(s+))

)
+
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+λk
(
(p(ω)∆ + b(ω); p(ω)∆−1 + d∆−1δ(ω)0); (w∆(s−); w∆(s+))

)

belongs to Γ(ω(s+)) ∩
(
(X⊥

δ )2 × (C2)2
)
. By Step 1 of this proof, it follows that

((̟F̂ ;̟Ĝ); (a; b)) ∈ Γ(h). By the definition of ̟ and Corollary 2.35 it follows
that also ((F ;G); (a; b)) ∈ Γ(h).

An application of Lemma V.2.12 completes the proof. ❑

As we have already remarked, Proposition 2.36 is sufficient to obtain ωh = ω.
Hence, we have realized each finite maximal chain ω subject to the conditions
(2.1)–(2.3) as ωh with an elementary indefinite Hamiltonian of kind (A). ,

3 Completion of the converse construction

In the previous section we have treated chains which correspond to elementary
indefinite Hamiltonians of kind (A). In the present short section we will settle the
other cases, namely chains which correspond to positive definite or elementary
indefinite Hamiltonians of kind (B) or (C). Moreover, we provide the necessary
splitting-and-pasting argument to glue together all these ‘peacewise’ results.

We divide this section into two subsections.

a. Let ω be a positive definite maximal or finite maximal chain, or let ω be a
finite maximal chain defined on

I = [s−, σ) ∪ (σ, s+] ,

such that
(s−, σ), (σ, s+) indivisible of type

π

2
. (3.1)

We construct a Hamiltonian h, which is positive definite or elementary
indefinite of kind (B) and (C), such that ω = ωh. This is done by references to
the classical theory and explicit computations, respectively.
b. The splitting-and-pasting technique is applied, and the proof of Theorem
1.5 is completed.

a. Positive definite and elementary indefinite kind (B), (C).

Let ω ∈ M
f
0 ∪ M0. By Proposition V.3.23, (ii), we have ω = ωH for some

positive definite Hamiltonian H . Define h to be positive definite and given by
this Hamiltonian function H . By Remark V.5.7, (iii), we have ωh = ωH .

Let ω : [s−, σ) ∪ (σ, s+] → M<∞ be a finite maximal chain, and assume
that (s−, σ) and (σ, s+) are indivisible of type π

2 . Then we have, cf. Proposition
V.3.10,

0 = lim
tրσ

ω(t) ⋆ 0 = lim
tցσ

ω(t) ⋆ 0 = ω(s+) ⋆ 0 .

It follows from [KWW2, Lemma 5.3] that ω(s+) is a polynomial matrix of the
form

ω(s+) =

(
1 0

−p(z) 1

)

where p ∈ R[z], p(0) = 0 . (3.2)

The case that p(z) = a1z with a1 ≥ 0 is excluded since, by the existence of a
singularity, certainly ind− ω(s+) > 0. The needed data to compose a general
Hamiltonian h with the property that ωh = ω can be immediately read off from
the formula given in Proposition V.4.31:
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Case deg p = 1: h is elementary indefinite of kind (C) and given by the data

s−, σ, s+ ,

H(t) := h(t)ξπ
2
ξTπ

2
where h(t) := (t ◦ ω)′(t) ,

ö := 0, b1 := 0, d0 := a1, d1 := 0 .

Case deg p > 1: h is elementary indefinite of kind (B) and given by the data

s−, σ, s+ ,

H(t) := h(t)ξπ
2
ξTπ

2
where h(t) := (t ◦ ω)′(t) ,

ö := deg p− 2, b1 := −adeg p, . . . , bö1+1 := −a2, d0 := a1, d1 := 0 .

We see from Proposition V.4.31 and Corollary V.5.6 that ωh = ω.

b. Splitting-and-pasting.

Let ω be a maximal or finite maximal chain defined on

I =

n⋃

j=0

(σj , σj+1) ∪{σ0, σn+1}
︸ ︷︷ ︸

if ‘finite’

,

and assume that t ◦ ω and (t ◦ ω|J)−1 are locally absolutely continuous for any
maximal interval contained in the domain of ω. Choose a set F = {r0, . . . , rm+1}
which is suitable for splitting ω, cf. Lemma V.3.19, and which has the following
additional properties:

(i) F intersects each component of I.

(ii) F contains all endpoints of indivisible intervals with infinite length.

(iii) If ω does not end with an indivisible interval towards σi+1, then max(F ∩
[σ0, σi+1)) is not left endpoint of an indivisible interval of type φi+1.

(iv) If ω does not start with an indivisible interval upwards from σi+1, then
min(F ∩ (σi+1, σn+1]) is not right endpoint of an indivisible interval of
type φi+1.

The existence of a set F with these properties is obvious.
Define chains ωi, i = 0, . . . ,m, as

ωi :=







ωri↔ri+1 , (ri, ri+1) contains no singularity

	φ(σj) ωri↔ri+1 , σj ∈ (ri, ri+1), (ri, σj) not indivisible

rev 	φ(σj) ωri↔ri+1 , σj ∈ (ri, ri+1), (ri, σj) indivisible

From the results we have established so far, we obtain the following corollary.

3.1 Corollary. For each chain ωi there exists a general Hamiltonian hi such
that ωhi

= ωi.
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Proof. If (ri, ri+1) contains no singularity, then ωri↔ri+1 ∈ M
f
0 ∪ M0. Hence,

by the first paragraph of previous subsection, there exists a positive definite
Hamiltonian hi with ωhi

= ωi.
Assume next that σj ∈ (ri, ri+1) and that (ri, σj) is not indivisible. By

property (ii) of the splitting set F , this implies that sup(Ireg ∩ [σ0, σj)) = σj .
Similarly, if (σj , rj+1) is not indivisible, then inf(Ireg∩(σj , σn+1]) = σj . Clearly,
since we have rotated ωri↔ri+1 by the angle φ(ω, σj) = φ(ωri↔ri+1 , σj), we have
φ(ωi, σj) = 0. Finally, property (iii) of F ensures that ωi does not start with an
indivisible interval of type 0. Altogether, ωi is a finite maximal chain defined on
[ri, σj) ∪ (σj , ri+1] which satisfies (2.1)–(2.3). Hence, by what we have proved
in the previous section, there exists an elementary indefinite Hamiltonian hi of
kind (A), such that ωhi

= ωi.
Finally, consider the case that σj ∈ (ri, ri+1) and that (ri, σj) is indivisible.

Clearly, we again have φ(ωi, σj) = 0. Thus the interval (−σj ,−ri) is indivisible
of type π

2 in the chain ωi.

Case (σj , ri+1) indivisible in ω: The interval (−ri+1,−σj) is indivisible of type π
2

in ωi. Hence, ωi is a finite maximal chain defined on [−ri+1,−σj) ∪ (−σj ,−ri]
which satisifes (3.1). As we saw in the previous subsection, there exists an
elementary indefinite Hamiltonian hi of kind (B) or (C), such that ωhi

= ωi.

Case (σj , ri+1) not indivisible in ω: By property (ii) of F , the chain ωi satisfies
sup(I(ωi)reg ∩ [−ri+1,−σj)) = −σj . Property (iv) of F yields that it does not
start with an indivisible interval of type 0. Hence, ωi is a finite maximal chain
defined on [−ri+1,−σj) ∪ (−σj ,−ri] and satisfies (2.1)–(2.3). By the results
of the previous section, there exists an elementary indefinite Hamiltonian hi of
kind (A) with ωhi

= ωi. ❑

With the above notation, define general Hamiltonians
m
hi asm

hi :=







hi , (ri, ri+1) contains no singularity

	−φ(σj) hi , σj ∈ (ri, ri+1), (ri, σj) not indivisible

	−φ(σj) rev hi , σj ∈ (ri, ri+1), (ri, σj) indivisible

and set

h :=

m⊎

i=0

m
hi .

By Lemma V.5.14 and Lemma V.5.15, we have ωm
h i

= ωri↔ri+1 , i = 0, . . . ,m.

Lemma V.5.18 implies that
ωh = ω .

In order to complete the proof of Theorem 1.5, it remains to note:

3.2 Lemma. Let ω be a (finite) maximal chain. Then there exists a reparame-
terization ω̃ of ω, such that t◦ ω̃ and (t◦ ω̃|J )−1 are locally absolutely continuous
for any maximal interval contained in the domain of ω.

Proof. We know from Proposition V.3.2, that if ω is a maximal chain defined on
⋃n
i=0(σi, σi+1) and if we consider ω to be continuously continued to [σ0, σ1) ∪⋃n
i=1(σi, σi+1), then t ◦ ω maps [σ0, σ1) bijectively onto [0,+∞) and (σi, σi+1)

bijectively onto (−∞,+∞) for i = 1, . . . , n. Hence, β : t ∈ (σi, σi+1) 7→ i · π +
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arctan ◦t ◦ ω(t) sets up a bijection from
⋃n
i=0(σi, σi+1) onto (0, π2 ) ∪

⋃n
i=1(iπ −

π
2 , iπ + π

2 ), and ω̃ := ω ◦ β−1 is a reparametrization of ω such that

t ◦ ω̃(s) = t ◦ ω ◦ β−1(s) = tan(i · π + arctan◦t ◦ ω ◦ β−1(s)) = tan(s) .

Therefore, t ◦ ω̃ is locally absolutely continuous. The inverse of its restriction
to a maximal interval contained in (0, π2 ) ∪

⋃n
i=1(iπ − π

2 , iπ + π
2 ) is arctan, and

hence also locally absolutely continuous.
If ω is a finite maximal chains, one can argue in the same way. ❑

3.3 Remark. As we know from Corollary V.5.6 together with Remark V.3.22,
the continuity condition on ω is necessary in order that ω = ωh for some general
Hamiltonian h. �

4 Bijectivity modulo reparameterization

In this section we show that a general Hamiltonian h can, up to reparameter-
ization, be fully recovered from the chain ωh. This fact could, with consider-
able effort, be established by tracing back the constructions carried out in the
previous section and in [KW/V]. However, we prefer to use a different, more
elementary, method. This method will enable us to recover h from ωh as explicit
as possible, and also, conversely, provide an algorithm how to compute ωh for a
given general Hamiltonian h.

In order to show that h is determined by ωh, we will see with the usual
splitting-and-pasting procedure that it is enough to consider elementary indefi-
nite Hamiltonians. The cases of kind (B) and kind (C) are then trivial; the core
of the problem is – once more – to understand elementary indefinite Hamiltoni-
ans of kind (A). Matching this situation, the present section is divided into two
subsections:

a. We immediately attack the hard part of the problem, and show how to
recover an elementary indefinite Hamiltonian h of kind (A) from the chain ωh.
Our approach is based on a set of recurrance relations which relate the
parameters of h with ω(B(h)), and which can easily be solved for the
parameters of h.
b. Here we carry out the ‘usual’ techniques in order to finish the proof of
Theorem 1.6.

a. The recurrance relations.

We introduce a set of recurrence relations which involves some parameters. Let

∆ ∈ N, ö ∈ N0, ǫ ∈ {0, 1} ,

Uk, U
−
k , Vk, Xk ∈ C, k ∈ N ,

Yk ∈ C, k ∈ {1, . . . , ö} ,

be given. For notational convenience, set Yk := 0 for k ∈ Z \ {1, . . . , ö}, and
αk := 0 for k ∈ Z \ N0.
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Sequences (αn)n∈N0 , (βn)n∈N0 , and (γn,l)n∈N0 , l ∈ N0, can be defined from
given inital values α0, β0, and γ0,l, l ∈ N0, by the recurrence relations (n ∈ N)

αn = −
n−1∑

j=0

[
αjUn−j + βjVn−j

]
,

βn = γn−1,0 −
n−1∑

j=0

[
αjXn−j + βjUn−j

]
+ ǫU−

n ,

γn,l = γn−1,l+1 + αn−∆Y∆+ö−l, l ∈ N0 .

(4.1)

Our interest in these recurrence relations origins in the following result. We will
write a2 for the second component of a vector a ∈ C2.

4.1 Proposition. Let h be an elementary indefinite Hamiltonian of kind (A)
which is defined on I = [s−, σ)∪ (σ, s+] and given by the data H, d0, . . . , d2∆−1,
ö, b1, . . . , bö+1. Assume that bö+1 = 0. Write ω(B(h)) =: (wij(z))

2
i,j=1 and

specify the parameters

∆ := max
{
∆(H |[s−,σ)),∆(H |(σ,s+]))

}
,

Uk := wk(s+)2, U
−
k := wk(s−)2, Vk :=

(
Bkχ+

(
1

0

)
)
(s+)2, k ∈ N ,

Yk := bk, k ∈ {1, . . . , ö}, Xk :=

{

dk−1 , k ∈ {1, . . . , 2∆}

(wk−∆−1,w∆)L2(H) , k > 2∆

Let (αn)n∈N0 , (βn)n∈N0 , and (γn,l)n∈N0 , l ∈ N0, be the sequences defined by
(4.1) using the specified parameters, ǫ := 0, and the initial values

α0 := 1, β0 := 0, γ0,l := 0, l ∈ N0 .

Let (α̂n)n∈N0 , (β̂n)n∈N0 , (γ̂n,l)n∈N0 , l ∈ N0, be defined from (4.1) using the same
specified parameters, but ǫ := 1, and the initial values

α̂0 := 0, β̂0 := 1, γ̂0,l := 0, l ∈ N0 .

Then

w21(z)

w22(z)
=

∞∑

n=0

βnz
n, −

w12(z)

w22(z)
=

∞∑

n=1

(

α̂n +

n−1∑

j=1

α̂jU
−
n−j + U−

n

)

zn

1

w22(z)
=

∞∑

n=0

β̂nz
n =

∞∑

n=0

(

αn +

n−1∑

j=0

αjU
−
n−j

)

zn

(4.2)

The proof of this result is based on the following observation. For notational
convenience set

pj := wj , j ≥ ∆, bj := 0, j 6∈ {1, . . . , ö+ 1} .

4.2 Lemma. Let h be an elementary indefinite Hamiltonian of kind (A) with
bö+1 = 0. Let x ∈ P(h) be of the form

x =

n−1∑

j=0

[

αjpn−1−j + βjB
n−1−jχ+

(
1

0

)

+ β′
jB

n−1−jχ−

(
1

0

)]

+

∆+ö−1∑

l=0

γn−1,lδl ,
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with some n ∈ N and numbers αj , βj , β
′
j, j = 0, . . . , n − 1, and γn−1,l ∈ C,

l = 0, . . . ,∆ + ö − 1. Moreover, let A := A(0, π2 ) be the operator defined as in
Corollary IV.5.6, and set αj := 0 for j < 0, and γn,∆+ö := 0. Then

A−1x =

n∑

j=0

[

αjpn−j + βjB
n−jχ+

(
1

0

)

+ β′
jB

n−jχ−

(
1

0

)]

+

∆+ö−1∑

l=0

γn,lδl ,

with

αn := −
n−1∑

j=0

[
αjwn−j(s+)2 + βj

(
Bn−jχ+

(
1

0

)
)
(s+)2

]
,

βn := γn−1,0 −
n−1∑

j=0

[

αjdn−j−1 + βjwn−j(s+)2 − β′
jwn−j(s−)2

]

,

β′
n := 0 ,

γn,l := γn−1,l+1 + αn−∆b∆+ö−l, l = 0, . . . ,∆ + ö− 1 .

(4.3)

Note here that, by Proposition IV.5.9, we have 0 ∈ ρ(A).

Proof. For any choice of numbers α, β the element

(ŷ; x̂) :=

=

n−1∑

j=0
j 6=n−∆

αj
(
pn−j ; pn−j−1 + dn−j−1δ0

)
+ αn−∆

(
p∆ + b; p∆−1 + d∆−1δ0

)
+

+

n−1∑

j=0

βj
(
Bn−jχ+

(
1

0

)

;Bn−j−1χ+

(
1

0

)

+ wn−j(s+)2δ0
)
+

+

n−1∑

j=0

β′
j

(
Bn−jχ−

(
1

0

)

;Bn−j−1χ−

(
1

0

)

− wn−j(s−)2δ0
)
+

+

∆+ö−1∑

l=1

γn−1,l(δl−1; δl) + α(p0; 0) + β
(
χ+

(
1

0

)

; δ0
)

belongs to T (h) and satisfies πl,1Γ(h)(ŷ; x̂) = 0. By choosing β = βn as defined in
(4.3), we achieve that x̂ = x. By taking α = αn, we achieve that πr,2Γ(h)(ŷ; x̂) =
0. Thus we have found an element in A(0, π2 ) whose second component is equal
to x, and conclude that A−1x = ŷ. The asserted formulas for A−1x and for γn,l
follow by inspection of ŷ. ❑

Proof (of Proposition 4.1). Let γ(z) and ϕ(z) be defined by

γ(z) :=
(
I + z(A− z)−1

)
(

1

0

)

, ϕ(z) :=
(
I + z(A− z)−1

)
p0 .

Then, by the construction of ω(B(h)), cf. (V.4.19), (V.4.20), and (V.4.21), we
have

[γ(z), γ(0)] =
1

z

w12(z)

w22(z)
, [ϕ(z), ϕ(0)] = −

1

z

w21(z)

w22(z)
,
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[ϕ(z), γ(0)] = [γ(z), ϕ(0)] =
1

z

( −1

w22(z)
+ 1

)

,

Moreover, for |z| < ‖A−1‖, we have I + z(A− z)−1 =
∑∞

n=0A
−nzn, and hence

[γ(z), γ(0)] =

∞∑

n=0

[
A−n

(
1

0

)

,

(
1

0

)
]
zn, [ϕ(z), ϕ(0)] =

∞∑

n=0

[
A−np0, p0

]
zn ,

[ϕ(z), γ(0)] =

∞∑

n=0

[
A−np0,

(
1

0

)
]
zn, [γ(z), ϕ(0)] =

∞∑

n=0

[
A−n

(
1

0

)

, p0

]
zn .

An inductive application of Lemma 4.2 gives

A−np0 =

n∑

j=0

[

αjpn−j + βjB
n−jχ+

(
1

0

)]

+

∆+ö−1∑

l=0

γn,lδl

A−n

(
1

0

)

=

n∑

j=0

[

α̂jpn−j + β̂jB
n−jχ+

(
1

0

)]

+

∆+ö−1∑

l=0

γ̂n,lδl +Bnχ−

(
1

0

)

.

We compute

[A−np0, p0] =

=

n∑

j=0

[

αjdn−j + βjwn−j+1(s+)2

]

− γn,0 = −βn+1 ,

[A−np0,

(
1

0

)

] =

=

n∑

j=0

[

αj(wn−j+1(s+)2 − wn−j+1(s−)2) + βj
(
Bn−j+1χ+

(
1

0

)
)
(s+)2

]

=

= −αn+1 −
n∑

j=0

αjwn−j+1(s−)2 ,

[A−n

(
1

0

)

, p0] =

=
n∑

j=0

[

α̂jdn−j + β̂jwn−j+1(s+)2

]

− γ̂n,0 − wn+1(s+)2 = −β̂n+1 ,

[A−n

(
1

0

)

,

(
1

0

)

] =

=

n∑

j=0

[

α̂j(wn−j+1(s+)2 − wn−j+1(s−)2) + β̂j
(
Bn−j+1χ+

(
1

0

)
)
(s+)2

]

−

− wn+1(s−)2 = −α̂n+1 −
n∑

j=1

α̂jwn−j+1(s−)2 − wn+1(s−)2 .

Putting these formulas together, yields the desired assertion. ❑
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For the treatment of inverse problems it is interesting to see how the equations
(4.2) can be solved for (αn)n∈N0 , (βn)n∈N0 , (α̂n)n∈N0 and (β̂n)n∈N0 . It will follow
from a short argument that, for given ∆, ö, wk(s±)2 and

(
Bkχ+

(
1
0

))
(s+)2,

the equations (4.1) can be solved most easily for Xn, n = 1, . . . , 2∆, and Yn,
n = 1, . . . , ö.

It is a bit more tricky to recover the number ö from the knowledge of ∆,
wk(s±)2 and

(
Bkχ+

(
1
0

))
(s+)2. An explicitly computable result is obtained only

if an a priori bound for ö is known. However, such an a priori bound is always
present, e.g. certainly ö ≤ 2 ind− ω(B(h)) + 2.

4.3 Proposition. Let (αn)n∈N, (βn)n∈N, and (γn,l)n∈N, l ∈ N0, be defined by
the recurrance (4.1) using some parameters ∆, ö, Uk, U

−
k , Vk, Xk, Yk with Y1 6= 0

in case ö > 0, the parameter ǫ = 0 and the initial values

α0 := 1, β0 := 0, γ0,l = 0, l ∈ N0 .

Assume that the values ∆, Uk, Vk for all k ∈ N0, Xn for n > 2∆, and the
sequences (αn)n∈N and (βn)n∈N, are known.

Then the remaining parameters ö, Xn, n = 1, . . . , 2∆, Yn, n = 1, . . . , ö, and
the sequence γn,0, n ∈ N0, can be computed as follows:

γn,0 = 0, n = 1, . . . 2∆ − 1 , (4.4)

Xn = −βn −
n−1∑

j=1

[
αjXn−j + βjUn−j

]
, n = 1, . . . , 2∆ ,

γn,0 = βn+1 +

n∑

j=0

[
αjXn+1−j + βjUn+1−j

]
, n ≥ 2∆ .

(4.5)

Define a sequence (Ŷn)n≥2∆ recursively by Ŷn = γn,0−
∑n−2∆

j=1 αj Ŷn−j, n ≥ 2∆.
Then

ö =

{

0 , Ŷn = 0 for all n

max{n : Ŷn 6= 0} + 1 − 2∆ , Ŷn 6= 0 for some n

and
Yn = Ŷö−n+2∆, n = 1, . . . , ö . (4.6)

Proof. First we show inductively that

γn,l =

n−∆∑

j=0

αjYj+ö−(n−∆)−(l−∆), n, l ∈ N0 .

For n = 0 this is obvious since ∆ ≥ 1 and γ0,l = 0, l ≥ 0. By the recursive
definition (4.1) we have for n ≥ 1, l ∈ N0,

γn,l =γn−1,l+1 + αn−∆Y∆+ö−l =

=
n−1−∆∑

j=0

αjYj+ö−(n−1−∆)−(l+1−∆) + αn−∆Y∆+ö−l =

=

n−∆∑

j=0

αjYj+ö−(n−∆)−(l−∆) .
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For the proof of the present assertion we will repeatedly use the special case
l = 0:

γn,0 =

n−∆∑

j=0

αjYj+ö−n+2∆, n ∈ N0 .

If n < 2∆, then ö+ (2∆− n) > ö, and hence Yj+ö+2∆−n = 0, j = 0, . . . , n− ∆.
This yields (4.4).

The relations (4.5) are now obvious from the second relation in (4.1), since
α0 = 1 and β0 = 0.

For n = 2∆ we have Ŷ2∆ = γ2∆,0 = Yö. Let n > 2∆, then inductively

Ŷn = γn,0 −
n−2∆∑

j=1

αj Ŷn−j
︸ ︷︷ ︸

=Yö−(n−j)+2∆

= Yö−n+2∆ .

This shows that the relation (4.6) holds actually for all n ≤ ö. Since Y1 6= 0 in
case ö > 0 and Yn = 0 for all n < 1, the asserted formula for ö follows. ❑

4.4 Corollary. Let h = (H, c, d) and h′ = (H ′, c′, d′) be elementary indefinite
Hamiltonians of kind (A), and assume that bö+1 = b′ö′+1 = 0. If ωh = ωh′ , then
h = h′.

Proof. The domains of the chains ωh and ωh′ coincide, and thus I = I ′. Since ωh

and ωh′ are solutions of the respective differential equations (V.5.5), it follows
that H = H ′. Thus also

∆ = ∆′, wk = w′
k, Bkχ+

(
1

0

)

= (B′)kχ+

(
1

0

)

.

Since ω(B(h)) = ω(B(h′)), Proposition 4.1 combined with Proposition 4.3 yields
that c = c′ and d = d′, i.e. h = h′. ❑

b. Bijectivity modulo reparameterization.

It is only a small technical effort to lift Corollary 4.4 and prove that general
Hamiltonians h, h′ with ωh ! ωh′ must be reparameterizations of each other.
First we give a condition which ensures actual equality.

4.5 Lemma. Let h and h′ be general Hamiltonians such that ωh = ωh′ , E = E′,
di1 = d′i1 = 0 if Hi−1 and Hi both end with an indivisible interval towards σi,
and böi+1 = bö′

i
+1 = 0 for all other i. Then h = h′.

Proof. First note that equality of associated chains immediately implies n =
n′ and σi = σ′

i, i = 0, . . . , n + 1. Hence the conditions di1 = d′i1 = 0 and
böi+1 = bö′

i
+1 = 0, respectively, are meaningful. Also, since ωh and ωh′ are

solutions of the respective differential equations (V.5.5), it immediately follows
that H = H ′.

Write E = E′ = {s0, . . . , sN+1} with s0 < . . . < sN+1. Then, by Lemma
V.5.4, we have

ωhsi↔si+1
(t) = ωh(si)

−1ωh(t) = ωh′(si)
−1ωh′(t) = ωh′

si↔si+1
(t), t ∈ [si, si+1] .

If hsi↔si+1 is positive definite, so is h′si↔si+1
, and we have

hsi↔si+1 = H |(si,si+1) = H ′|(si,si+1) = h′si↔si+1
.
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Consider next the situation that hsi↔si+1 , and hence also h′si↔si+1
, is indefinite,

and let σj be the singularity contained in (si, si+1). Since H = H ′, we have
φj = φ′j . Then 	φi

hsi↔si+1 and 	φi
h′si↔si+1

are elementary indefinite, and are
of the same kind. If they are of kind (B) or (C), we see from Proposition V.4.31
that öj = ö′j , bjl = b′jl, l = 1, . . . , öj + 1, and dj0 = d′j0, i.e. 	φi

hsi↔si+1 =	φi

h′si↔si+1
. If they are of kind (A), we refer to Corollary 4.4 to obtain

	φi
hsi↔si+1 =	φi

h′si↔si+1
.

Putting together all of these cases yields h = h′. ❑

It is now easy to finish the proof of Theorem 1.6.

Proof (of Theorem 1.6). Let general Hamiltonians h = (H, c, d) and h′ =
(H ′, c′, d′) be given.

Assume first that h ! h′, and let α : I ′ → I be the increasing bijection
such that α and α−1 are absolutely continuous and

H ′(t′) = (H ◦ α)(t′) ·
dα

dt
(t′), for a.e. t′ ∈ I ′ . (4.7)

We see that α(I ′reg) = Ireg. Let x′ ∈ I ′ and set x := α(x′). Inspecting the
definition of a reparameterization, it follows that h ! h′ implies h�x ! h′

�x′ .
Together with Remark V.3.39 and Proposition V.4.7 we get

ωh′(x′) = ω(B(h′�x′)) = ω(B(h�x)) = ωh(x), , (4.8)

for all x′ ∈ (I ′reg ∪ {σ′
0}) \ I

′
sing, cf. Definition V.5.3. If h, and hence h′, is

regular, then this equality also holds for x′ = σ′
n+1. Since ωh(t) satisfies the

differential equation (V.5.5) with H , it follows from (4.7) that (ωh◦α)(t) satisfies
(V.5.5) with H ′. The function ωh′(t) however satsifies the same differential
equation. Since the set of all x′ which satisfy (4.8) intersects every component
of I ′ ∪ {σ′

0, σ
′
n+1}, and ωh′ coincides with ωh ◦ α on this set, it follows that

ωh′ = ωh ◦ α on all of I ′.
Conversely, assume that ωh ! ωh′ , and let α : I ′ → I be the increasing

bijection with ωh′ = ωh◦α. Then t(ωh′) = t(ωh)◦α, and we obtain with the help
of Corollary V.5.8 in particular that α and α−1 are both absolutely continuous.
Let h1 be the general Hamiltonian defined by the requirement that h ∼1 h1 by
means of the map α : I ′ → I, cf. Remark V.3.38. Next, let h2 be the general
Hamiltonian defined by the requirement that h1 ∼3 h2 and E2 = E′. Finally,

let h3 be the general Hamiltonian such that h2 ∼2 h3 and such that d
(3)
i1 = 0 if

σi is of polynomial type, and b
(3)
i,öi+1 = 0 otherwise. By what we have already

proved in the previous step, ωh3 = ωh ◦ α. We see that h3 and h′ satisfy the
hypothesis of Lemma 4.5, and hence h3 = h′. In particular, h ! h′. ❑
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[KW/0] M.Kaltenbäck, H.Woracek: Generalized resolvent matrices and spaces of
analytic functions, Integral Equations Operator Theory 32 (1998), 282–318.
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