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Schmidt-representation of difference quotient
operators

M. Kaltenbäck and H. Woracek

Abstract. We consider difference quotient operators in de Branges Hilbert
spaces of entire functions. We give a description of the spectrum and a formula
for the spectral subspaces. The question of completeness of the system of
eigenvectors and generalized eigenvectors is discussed. For certain cases the
s-numbers and the Schmidt-representation of the operator under discussion
is explicitly determined.
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1. Introduction and Preliminaries

Let H be a Hilbert space whose elements are entire functions. We call H a
de Branges Hilbert space, or dB-space for short, if it satisfies the following ax-
ioms (cf. [dB]):
(dB1) For each w ∈ C the functional F 7→ F (w) is continuous.
(dB2) If F ∈ H, then also F#(z) := F (z) belongs to H. For all F,G ∈ H

(F#, G#) = (G,F ) .

(dB3) If w ∈ C \ R and F ∈ H with F (w) = 0, then also

z − w

z − w
F (z) ∈ H .

For all F,G ∈ H with F (w) = G(w) = 0(
z − w

z − w
F (z),

z − w

z − w
G(z)

)
=
(
F,G

)
.

For a dB-space H the linear space of associated functions can be defined as

AssocH := H+ zH.
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Consider the operator S of multiplication by the independent variable in the dB-
space H:

domS :=
{
F ∈ H : zF (z) ∈ H

}
(SF )(z) := zF (z), F ∈ domS.

By (dB1)-(dB3) the operator S is a closed symmetric operator with defect index
(1, 1), is real with respect to the involution F 7→ F#, and the set of regular points
of S equals C.

There is a natural bijection between the set AssocH and the set of all rela-
tional extensions A of S with nonempty resolvent set, see e.g. [KW1, Proposition
4.6]. It is established by the formula

(A− w)−1F (z) =
F (z)− S(z)

S(w)F (w)

z − w
, w ∈ C, S(w) 6= 0. (1.1)

Throughout this paper we will denote the relation corresponding to a function
S ∈ AssocH via (1.1) by AS and will put RS := A−1

S . Note that

ker(AS − w)−1 = span{S} ∩ H ,

and therefore AS is a proper relation if and only if S ∈ H. Moreover, it is a
consequence of the formula (1.1) that the finite spectrum of the relation AS is
given by the zeros of the function S. Hence

σ(RS) \ {0} =
{
λ ∈ C : S

( 1
λ

)
= 0
}
.

If S(0) 6= 0 the relation RS has no multivalued part, i.e. is an operator, and is
given by (1.1) with w = 0. As is seen by a perturbation argument (cf. Lemma 2.1)
it is in fact a compact operator.

In this note we give some results on the completeness of the system of eigen-
values and generalized eigenvalues (Theorem 3.3) and determine the s-numbers
and the Schmidt-representation of RS (Theorem 4.5) when S belongs to a certain
subclass of AssocH. In fact, we are mainly interested in the operator RE where
H = H(E) in the sense explained further below in this introduction. However, our
results are valid, and thus stated, for a slightly bigger subclass of AssocH. As a
preliminary result, in Section 2, we give a self-contained proof of the explicit form
of spectral subspaces of RS at nonzero eigenvalues.

In the final Section 5 we add a discussion of the operator RE in the case
of a space which is symmetric about the origin, for the definition see (5.1). This
notion was introduced by de Branges, and originates in the classical theory of
Fourier transforms, i.e. the theory of Paley-Wiener spaces. In our context it turns
out that in this case RE is selfadjoint with respect to a canonical Krein space
inner product on H(E). An investigation of the case of symmetry is of particular
interest for several reasons. Firstly, in spaces symmetric about the origin a rich
structure theory is available and thus much stronger results can be expected, cf.
[KWW2], [B]. Secondly, it appears in many applications, as for example in the
spectral theory of strings, cf. [LW], [KWW1], the theory of Hamiltonian systems
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with semibounded spectrum, cf. [W], or in the theory of functions of classical anal-
ysis like Gauss’ hypergeometric functions, cf. [dB], or the Riemann Zeta-function,
cf. [KW2]. Moreover, by comparing Lemma 4.3 with Theorem 1 of [OS] more op-
erator theoretic methods could be brought into the theory of sampling sequences
in de Branges spaces symmetric about the origin. It is a possible future direction
of research to investigate these subjects.

The present note should also be viewed as a possible starting point with
connections to several areas of research. For example in Corollary 4.6 we actually
apply the present results to the field of growth of entire function. The proofs
given are often elementary, which is due to the fact that we (basically) deal with
those operators RS having one-dimensional imaginary part. Thus many notions
are accessible to explicit computation.

Let us collect some necessary preliminaries. A function f analytic in the
open upper half plane C+ is said to be of bounded type, f ∈ N(C+), if it can be
written as a quotient of two bounded analytic functions. If the assumption that f
is analytic is weakened to f being merely meromorphic, we speak of functions of
bounded characteristic, f ∈ Ñ(C+). If f ∈ Ñ(C+) there exists a real number mt f ,
the mean type of f , such that for all θ ∈ (0, π) with possible exception of a set of
measure zero

lim
r→∞

log |f(reiθ)|
r

= mt f · sin θ .

For f ∈ N(C+) the mean type can be obtained as

mt f = lim sup
y→+∞

log |f(iy)|
y

.

An entire function E is said to belong to the Hermite-Biehler class, E ∈ HB, if it
has no zeros in C+ and satisfies∣∣E#(z)

∣∣ ≤ ∣∣E(z)
∣∣, z ∈ C+ .

If, additionally, E has no real zeros we shall write E ∈ HB×.
Recall that the notions of dB-spaces and Hermite-Biehler functions are inti-

mately related: For given E ∈ HB define H(E) to be the set of all entire functions
F such that E−1F and E−1F# are of bounded type and nonpositive mean type in
C+ and, moreover, belong to L2(R). If H(E) is equipped with the inner product(

F,G
)

:=
∫

R
F (t)G(t)

dt

|E(t)|2
,

it becomes a dB-space. Conversely, for any given dB-spaceH there exists a function
E ∈ HB such that H = H(E). In fact the function E is in essence uniquely
determined by H: Let E1, E2 ∈ HB and write E1 = A1− iB1, E2 = A2− iB2, with
A1 = A#

1 , A2 = A#
2 , etc. Then we have H(E1) = H(E2) if and only if there exists

a 2 × 2-matrix M whose entries are real numbers and which has determinant 1
such that (A2, B2) = (A1, B1)M .
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By its definition a dB-space H is a reproducing kernel Hilbert space; denote
its reproducing kernel by K(w, z), i.e.

F (w) =
(
F (.),K(w, .)

)
, F ∈ H, w ∈ C .

If H is written as H = H(E), the kernel K(w, z) can be represented in terms of
E:

K(w, z) =
E(z)E#(w)− E(w)E#(z)

2πi(w − z)
, z 6= w ,

K(z, z) =
−1
2πi
(
E′(z)E#(z)− E(z)E#(z)′

)
.

The function E, and thus also E# as well as any linear combination of those
functions, belongs to AssocH and henceforth gives rise to an extension of the
operator S. Thereby the functions (E = A− iB)

Sφ(z) :=
1
2
ei(φ−π

2 )E(z) +
1
2
e−i(φ−π

2 )E#(z) = sinφA(z)− cosφB(z), φ ∈ R,

play a special role: The set {
ASφ

: φ ∈ [0, π)
}

is equal to the set of selfadjoint extensions of S, cf. [KW1, Proposition 6.1]. Note
that there exists φ ∈ [0, π) such that Sφ ∈ H if and only if domS 6= H in which
case φ is unique and domS ⊕ span{Sφ} = H, cf. [dB, Theorem 29, Problem 46].
Let us note for later reference that the reproducing kernel K can be expressed in
terms of the functions Sφ as

K(w, z) =
Sφ(z)Sφ+ π

2
(w)− Sφ+ π

2
(z)Sφ(z)

πi(w − z)
, z 6= w ,

K(z, z) =
1
π

(
Sφ(z)S′φ+ π

2
(z)− S′φ(z)Sφ+ π

2
(z)
)
.

(1.2)

If f is analytic at a point w we denote by Ordw f ∈ N ∪ {0} the order of w as a
zero of f . Note that by the definition of H(E) we have

(dH)(w) := min
F∈H

Ordw F =

{
Ordw E , w ∈ R
0 , w 6∈ R

. (1.3)

We will confine our attention to dB-spaces H with dH = 0 which means, by virtue
of (1.3), to restrict to dB-spaces that can be written as H = H(E) with E ∈ HB×.
This assumption is no essential restriction since, if E ∈ HB and C denotes a
Weierstraß product formed with the real zeros of E, we have C−1E ∈ HB and the
mapping F 7→ C−1F is an isometry of H(E) onto H(C−1E), cf. [KW3, Lemma
2.4].
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2. Spectral subspaces

Let us start with the following observation:

2.1. Lemma. Let S ∈ AssocH, S(0) 6= 0. Then the operator RS is compact.

Proof. Let S, T ∈ AssocH, S(0), T (0) 6= 0, then RS and RT differ only by a
one-dimensional operator:(

RS −RT

)
F (z) =

F (z)− S(z)
S(0)F (0)

z
−
F (z)− T (z)

T (0)F (0)

z
=

=
1
z

[T (z)
T (0)

− S(z)
S(0)

] (
F (.),K(0, .)

)
.

(2.1)

Choose T = Sφ where φ is such that Sφ(0) 6= 0. For this choice the operator RT

is a bounded selfadjoint operator whose nonzero spectrum is discrete, cf. [KW1,
Proposition 4.6] and hence RT is compact. It follows that RS is compact for any
S ∈ AssocH, S(0) 6= 0.

❑

2.2. Remark. Assume that H = H(E) with a function E ∈ HB of finite order ρ.
Let S ∈ AssocH, S(0) 6= 0, be given. Then for any ρ′ > ρ the operator RS belongs
to the symmetrically-normed ideal Sρ′ (cf. [GK]).

To see this recall, e.g. from [dB], that the nonzero spectrum of the selfadjoint
operator RSφ

consists of the simple eigenvalues {λ ∈ R : Sφ( 1
λ ) = 0}. Since E is

of order ρ, also every function Sφ possesses this growth, cf. [KW3, Theorem 3.4].
Thus, for every ρ′ > ρ, its zeros µk satisfy∑ 1

µk
ρ′
<∞ .

We start with determining the spectral subspaces of RS . The following result
is standard, however, since it is a basic tool for the following and no explicit
reference is known to us, we provide a complete proof.

If σ(RS) ∩M is an isolated component of the spectrum denote by PM the
corresponding Riesz-projection.

2.3. Proposition. Let H be a dB-space, dH = 0, and let S ∈ AssocH, S(0) 6= 0, be
given. Unless H is finite dimensional and S ∈ (AssocH) \ H, we have

σ(RS) =
{
λ ∈ C : S

( 1
λ

)
= 0
}
∪ {0}.

In the case dimH <∞, S ∈ (AssocH) \ H,

σ(RS) =
{
λ ∈ C : S

( 1
λ

)
= 0
}
.

If λ ∈ σ(RS) \ {0}, the Riesz-projection P{λ} is given as (n := Ordλ−1 S)(
P{λ}F

)
(z) =

n∑
l=1

1
(n− l)!

dn−l

dzn−l

[(
z − 1

λ

)nF (z)
S(z)

]
z= 1

λ

S(z)
(z − 1

λ )l
. (2.2)
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The spectral subspace ranP{λ} is spanned by the Jordan chain

{ 
S(z)
1−λz

...
S(z)

(1−λz)n


T

(λM)k


0
...
0
1

 , k = 0, . . . , n− 1
}

(2.3)

where we have put

M :=


0 1 · · · 1

0 0
. . .

...
...

. . . 1
0 0 · · · 0



If S ∈ dom(Sk) for some k ∈ N ∪ {0}, then

{
S(z), (1 + z)S(z), . . . , (1 + . . .+ zk)S(z)

}
(2.4)

is a Jordan chain of RS at 0. Moreover, any Jordan-chain at 0 is of the form
{p(z)S(z),RS(p(z)S(z)),R2

S(p(z)S(z)), . . . , αS(z)} where p is a polynomial of de-
gree at most k and α is constant.

Proof. Assume that 0 6∈ σ(RS). Then |σ(RS)| < ∞ and since every nonzero
spectral point is an eigenvalue of finite type we conclude that dimH <∞. Since

kerRS = span{S} ∩ H , (2.5)

we must have S 6∈ H. Conversely assume that dimH <∞, S 6∈ H. Then σ(RS) =
σp(RS) and by (2.5) we have 0 6∈ σ(RS).

Let λ ∈ σ(RS) \ {0} be given. In order to compute the Riesz-projection P{λ}
we use the relation (µ ∈ ρ(RS), µ 6= 0)

(
RS − µ

)−1 = − 1
µ
− 1
µ2

(
AS −

1
µ

)−1
.



Schmidt-representation of difference quotient operators 7

Choose a sufficiently small circle Γ around λ so that neither 0 nor any spectral
point other than λ is contained in the interior of Γ. Then

(
P{λ}F

)
(z) =

−1
2πi

∮
Γ

((
RS − µ

)−1
F
)
(z) dµ =

=
−1
2πi

∮
Γ

((
− 1
µ
− 1
µ2

(
AS −

1
µ

)−1
)
F
)
(z) dµ =

=
−1
2πi

∮
Γ

((
AS −

1
µ

)−1
F
)
(z)
(
− 1
µ2
dµ
)

=

=
−1
2πi

∮
1
Γ

((
AS − ν

)−1
F
)
(z) dν =

−1
2πi

∮
1
Γ

F (z)− S(z)
S(ν)F (ν)

z − ν
dν =

=
F (z)
2πi

∮
1
Γ

dν

ν − z
− S(z)

2πi

∮
1
Γ

F (ν)
(ν − z)S(ν)

dν . (2.6)

Assume that z is located in the exterior of the circle Γ−1, put ξ := λ−1 and let
n := Ordξ S. Then the first integral in (2.6) vanishes and the integrand in the
second term is analytic with exception of a pole at ξ with order n. Thus

(
P{λ}F

)
(z) = −S(z) Resµ=ξ

F (µ)
(µ− z)S(µ)

=

= − S(z)
(n− 1)!

dn−1

dµn−1

[
(µ− ξ)nF (µ)
(µ− z)S(µ)

]
µ=ξ

and we compute

dn−1

dµn−1

[
(µ− ξ)nF (µ)
(µ− z)S(µ)

]
µ=ξ

=

=
n−1∑
k=0

(
n− 1
k

)
dk

dµk

[
1

µ− z

]
· d

n−1−k

dµn−1−k

[
(µ− ξ)nF (µ)

S(µ)

]
µ=ξ

=

=
n−1∑
k=0

(n− 1)!
(n− 1− k)!

dn−1−k

dµn−1−k

[
(µ− ξ)nF (µ)

S(µ)

]
µ=ξ

(−1)k

(µ− z)k+1
.

Then P{λ}F coincides for z in the exterior of Γ−1 with the function on the right
hand side of (2.2). Since both functions are entire this establishes (2.2).



8 M. Kaltenbäck and H. Woracek

Put Φl(z) := (1 − λz)−lS(z), l = 1, 2, . . . , n. Then, by the already proved
formula (2.2), we have ranPS ⊆ span{Φ1, . . . ,Φn}. We compute(

RS − λ
)
Φk(z) =

1
z

[ S(z)
(1− λz)k

− S(z)
S(0)

Φk(0)
]
− λ

S(z)
(1− λz)k

=

=
S(z)− (1− λz)kS(z)− λzS(z)

z(1− λz)k
=

S(z)
(1− λz)k−1

· 1− (1− λz)k−1

z
=

=
S(z)

(1− λz)k−1
λ

k−2∑
l=0

(1− λz)l =
k−1∑
j=1

λΦj(z) .

Hence span{Φ1, . . . ,Φn} is an invariant subspace for RS and with respect to the
basis {Φ1, . . . ,Φn} the operator RS − λ has the matrix representation

RS − λ = λM .

The only eigenvalue of this matrix is 0 and therefore ranPS = span{Φ1, . . . ,Φn}.
Moreover, this space is spanned by the Jordan chain (2.3).

Assume that S ∈ dom(Sk) and put τl(z) := (1 + z + . . . + zl)S(z), l =
0, 1, . . . , k. Then

RS τ0(z) = RS S(z) = 0 ,
and for l ≥ 1

RS τl(z) =
1
z

[
(1 + z + . . .+ zl)S(z)− S(z)

S(0)
· S(0)

]
= τl−1(z).

We see that (2.4) is a Jordan chain at 0.
❑

3. Completeness of eigenvectors

In general the system E of eigenvectors and generalized eigenvectors of RS need
not be complete. For example consider a dB-space H with 1 ∈ (AssocH) \ H.
By Proposition 2.3 the operator R1 has no eigenvectors. However, in two special
situations a completeness result holds. The following statements answer the ques-
tion on completeness of eigenvectors in our particular situation. They complement
classical results on completeness of eigenvectors such as [KL, K, L, M].

The first case is easily explained, it follows immediately from Proposition 2.3.
Denote by C[z] the set of all polynomials with complex coefficients.

3.1. Proposition. Let H be a dB-space. Assume that C[z] ⊆ H and that S ∈ C[z],
S(0) 6= 0. Then

span E = C[z] ,

ranP{0} ⊇ S(z)C[z] ,

ranPC\{0} =
{
p ∈ C[z] : deg p < degS

}
.

(3.1)

The following are equivalent:
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(i) cls E = H,
(ii) C[z] = H,

(iii) ranP{0} = cls{zkS(z) : k = 0, 1, 2, . . .}.

Proof. Let n := degS. Since S has exactly n zeros (taking into account multiplic-
ities) and S(0) 6= 0, we conclude from Proposition 2.3 that

span
⋃

{λ: S(λ)=0}

ranP{λ}

is an n-dimensional linear space which contains only polynomials with degree less
than n. Hence

ranPC\{0} =
{
p ∈ C[z] : deg p < degS

}
.

Moreover, since S ∈ dom(Sk) for all k ∈ N, Proposition 2.3 implies that

S(z), (1 + z)S(z), (1 + z + z2)S(z), . . .

is a Jordan chain of infinite length of RS at 0. We have

span{S(z), (1 + z)S(z), (1 + z + z2)S(z), . . .} = S(z)C[z].

We have proved all relations (3.1) and henceforth also the equivalence of (i), (ii)
and (iii).

❑

Let H be a dB-space and write H = H(E) for some E ∈ HB. The next
result, Theorem 3.3, which is the first main result of this note, deals with functions
S ∈ span{E,E#} =: D. It will be proved that generically for such S a completeness
result holds true. However, let us first clarify the meaning of the (two dimensional)
space D.

3.2. Lemma. Let a dB-space H be given and write H = H(E) for some E ∈ HB.
The space D = span{E,E#} does not depend on the choice of E. We can write D
as the disjoint union

D = G ∪ C ∪ G# ,

with
C :=

{
αT : α ∈ C, T ∈ AssocH,AT selfadjoint

}
,

G :=
{
ρH : ρ > 0,H ∈ HB,H(H) = H

}
.

We have D∩H ⊆ C, dim(D∩H) ≤ 1, and {S ∈ D : Ord0 S > Ord0E} = span{Sφ}
for an appropriate φ ∈ [0, π).

Proof. Let E,H ∈ HB and write E = A− iB, H = K − iL, with A,B,K,L real.
Then, by [KW1, Corollary 6.2], we have H(E) = H(H) if and only if for some
2 × 2-matrix M with real entries and detM = 1 the relation (K,L) = (A,B)M
holds. Hence

span{H,H#} = span{K,L} = span{A,B} = span{E,E#} .
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Choose E ∈ HB such that H = H(E) and write E = A − iB. Let S ∈ D, then
S = uA+ vB for some appropriate u, v ∈ C. Then(S + S#

2
, i
S − S#

2
)

= (A,B)
(

Reu − Imu
Re v − Im v

)
. (3.2)

Consider the determinant ∆ of the matrix on the right hand side of (3.2). We have
∆ = 0 if and only if uv ∈ R and hence S = αSφ for certain α ∈ C and φ ∈ [0, π).
If ∆ > 0, the function

H(z) :=
1√
∆
S(z)

belongs to HB and H(H) = H(E). Thus S ∈ G. In case ∆ < 0 apply this argument
to S# instead of S to conclude that S ∈ G#.

The fact that D ∩ H is at most one dimensional and is a subset of C was
proved in [dB, Problem 85]. Since we have E ∈ D, the set of all functions of D
which vanish at the origin with higher order than E is a at most one-dimensional
subspace of D. The present assertion follows since there exists a (unique) value
φ ∈ [0, π) such that Ord0 Sφ > Ord0E.

❑

For a dB-space H and numbers α, β ≤ 0 denote by H(α,β) the closed linear
subspace (cf. [KW3, Lemma 2.6])

H(α,β) :=
{
F ∈ H : mt

F

E
≤ α,mt

F#

E
≤ β

}
.

3.3. Theorem. Let H be a dB-space, dH = 0. Assume that S ∈ D, S(0) 6= 0, and
put τ := 1

2 mtS−1S#. Then

E⊥ =
{
F ∈ H : Ordw F ≥ Ordw S

# for all w ∈ C
}
. (3.3)

We have cls E = H if and only if τ = 0. In the case τ 6= 0

cls E =

{
H(0,2τ) , τ < 0
H(−2τ,0) , τ > 0

,

and
E⊥ = S#(z)eiτzH(e−i|τ |z) .

Proof. If S ∈ C, we have τ = 0 and cls E = H by [dB, Theorem 22]. In the case
S ∈ G we may assume without loss of generality that H = H(S).

Let H = H(E) be given, then Proposition 2.3 implies that (λ ∈ C, E(λ−1) =
0)

ranP{λ} = span
{ ∂k

∂zk
K(

1
λ
, z) : 0 ≤ k < Ord 1

λ
E
}
,

and we conclude that (3.3) holds.
Let F ∈ H(E) and consider the inner-outer factorizations of E−1F,E−1E# ∈

N(C+):
F

E
(z) = B(z)U(z),

E#

E
(z) = B1(z)e−iz mt(E−1E#) ,
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where B and B1 denote the Blaschke products to the zeros of F and E#, respec-
tively, and U is an outer function. By the already proved relation (3.3) we have
F ⊥ cls E if and only if B1|B in H2(C+). Under the hypothesis τ = 0 this tells us
that F (E#)−1 belongs to H2(C+), and hence that F = 0 since

1
E
H(E) = H2(C+)	 E#

E
H2(C+).

Next assume that τ < 0 and put E0(z) := E(z) exp[−iτz]. Then H(E0) =
exp[−iτz]H(2τ,0) and (cf. [KW3, Theorem 2.7])

H(E) = H(2τ,0) ⊕ E0(z)H(eiτz) .

Hence also
H(E) = H(0,2τ) ⊕ E#(z)eiτzH(eiτz) .

From what we have proved in the previous paragraph (mt(E−1
0 E#

0 ) = 0,
Ordw E0 = Ordw E), we know that a function F ∈ H(0,2τ) = (H(E0) exp[iτz])#

with Ordw F ≥ Ordw E
# for all w ∈ C must vanish identically. Hence E⊥ =

E#(z) exp[iτz]H(exp[iτz]) and therefore cls E = H(0,2τ).
Finally let us turn to the case that S ∈ G#. Applying the already proved

result to the function S# we obtain the assertion of the theorem also in this case.

❑

3.4. Remark. We would like to mention that the part of Theorem 3.3 which states
that cls E = H if and only if τ = 0, could also be approached differently. In fact
it can be deduced from a statement which is asserted without a proof in [GT].
However, the approach chosen here is self-contained and gives a more detailed
result.

The case τ 6= 0 in Theorem 3.3 is actually exceptional: Put D0 := {S ∈ D :
mt(S−1S#) 6= 0} ∪ {0}, then

3.5. Lemma. We have either D0 = {0} or

D0 = span{H0} ∪ span{H#
0 } ,

for some H0 ∈ G.

Proof. Assume that H0 ∈ HB generates the space H and satisfies mt(H−1
0 H#

0 ) <
0. All other functions H ∈ HB with H(H) = H are obtained as (H = K − iL,
H0 = K0 − iL0)

(K,L) = (K0, L0)M ,

where M runs through the group of all real 2× 2-matrices with determinant 1.
Every such matrix M can be factorized uniquely as

M =
(

cos γ sin γ
− sin γ cos γ

) (
λ t
0 1

λ

)
, (3.4)

with γ ∈ [0, 2π), λ > 0 and t ∈ R.
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If the second factor in (3.4) is not present, i.e. if (λ, t) = (1, 0), we have
H(z) = H0(z)e−iγ . We see that H ∈ span{H0} and thus as well mt(H−1H#) < 0.

Assume that (λ, t) 6= (1, 0). Put H1 := K1 − iL1 where

(K1, L1) := (K0, L0)
(

cos γ sin γ
− sin γ cos γ

)
.

We already saw that mt(H−1
1 H#

1 ) < 0. The functions H1 and H are connected by

(K,L) = (K1, L1)
(
λ t
0 1

λ

)
.

We compute

H#

H#
1

=
λK1 + i( 1

λL1 + tK1)
K1 + iL1

= λ+ i
( 1

λ − λ)L1 + tK1

K1 + iL1
=

= λ+
i√

( 1
λ − λ)2 + t2

· Sφ,1

H#
1

,

for a certain φ ∈ [0, 2π). Since

mt
Sφ,1

H#
1

= mt
H1

H#
1

> 0,

it follows that

mt
H#

H#
1

= mt
H1

H#
1

.

Since both, H and H1, generate the same dB-Hilbert space, we must have
mt(H−1

1 H) = 0 and conclude that

mt
H#

H
= mt

[H#

H#
1

· H
#
1

H1
· H1

H

]
= 0.

We have proved that the set of all functions H ∈ HB, H(H) = H, with
mt(H−1H#) < 0 is either empty or of the form H0(z)e−iγ , γ ∈ [0, 2π). From
this knowledge the assertion of the lemma can be easily deduced: First note that,
by Sφ = S#

φ , we have mt(S−1S#) = 0 for all functions S ∈ C \ {0} and hence
D0∩C = {0}. Moreover, by mt(S−1S#) = −mt[(S#)−1S], it suffices to determine
D0 ∩ G. Finally, since for ρ > 0 we have mt[(ρS)−1(ρS)#] = mt(S−1S#), we are
in the case H ∈ HB, H(H) = H.

❑

4. s-numbers

In this section we investigate more closely the operators RS for S ∈ D. The next
lemma is immediate from [S, §4], and will therefore stated without a proof:
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4.1. Lemma. Assume that S ∈ D, S(0) 6= 0. Then[
(AS − w)−1

]∗ = (AS# − w)−1, w ∈ C, S(w) 6= 0. (4.1)

In the case S ∈ C \ {0}, S(0) 6= 0, the operator RS is selfadjoint. Hence the
Schmidt-representation of RS can be read off its spectral representation:

RS =
∑

{λ∈C: S(λ)=0}

1
λ

(.,Φλ)Φλ ,

with Φλ = K(λ, z)K(λ, λ)−
1
2 . If S ∈ D \ C, then RS is no longer selfadjoint.

However, let us remark the following (cf. [dB, Theorem 27])

4.2. Lemma. Assume that S ∈ D \ C. Then either RS or −RS is dissipative,
depending on whether S ∈ G or S ∈ G#.

Proof. It suffices to prove thatRE is dissipative wheneverH = H(E). We compute
(cf. (2.1))

Im
(
REF, F

)
=
(RE −R∗

E

2i
F, F

)
=
(RE −RE#

2i
F, F

)
=

=
(E#(z)E(0)− E(z)E#(0)

2iE(0)E#(0)z
F (0), F (z)

)
=

= π
F (0)
|E(0)|2

(
K(0, z), F (z)

)
= π

|F (0)|2

|E(0)|2
.

❑

In order to compute the Schmidt-representation of RS we need some infor-
mation about the spectrum of R∗

SRS .

4.3. Lemma. Let S, T ∈ (AssocH) \ H, S(0), T (0) 6= 0, and put

US,T (z) := T (z)S(−z) + T (−z)S(z) .

Then
σ(RSRT ) \ {0} =

{
λ ∈ C : US,T (

1√
λ

) = 0
}
. (4.2)

We have 0 6∈ σp(RSRT ). Denote by Eλ the geometric eigenspace at a nonzero
eigenvalue λ ∈ σ(RSRT ) \ {0}. Then dim Eλ = 1, 2 where the latter case appears
if and only if

T
(
± 1√

λ

)
= S

(
± 1√

λ

)
= 0 .

If dim Eλ = 2, then

Eλ = span
{ T (z)

1− λz2
,
zS(z)

1− λz2

}
. (4.3)

Let dim Eλ = 1. If
(
T ( 1√

λ
), S( 1√

λ
)
)
6= (0, 0), then

Eλ = span
{ 1

1− λz2

[
T (z)

1√
λ
S(

1√
λ

)− zS(z)T (
1√
λ

)
]}
,
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if
(
T (− 1√

λ
), S(− 1√

λ
)
)
6= (0, 0), then

Eλ = span
{ 1

1− λz2

[
T (z)

1√
λ
S(− 1√

λ
)− zS(z)T (− 1√

λ
)
]}
. (4.4)

Proof. Since for any nonzero constants a, b we have RaS = RS , RbT = RT ,
and UaS,bT (z) = abUS,T (z), we can assume without loss of generality that S(0) =
T (0) = 1. We compute RSRT :

RSRTF (z) =
1
z

[F (z)− T (z)F (0)
z

− S(z)
(
F ′(0)− T ′(0)F (0)

)]
=

=
1
z2

[
F (z)− T (z)F (0)− zS(z)

(
F ′(0)− T ′(0)F (0)

)]
.

It is readily seen from this formula that kerRSRT = {0}, since the hypothe-
sis S, T ∈ (AssocH) \ H implies that the functions zS(z) and T (z) are linearly
independent and span{zS(z), T (z)} ∩ H = {0}.

Let µ ∈ C and assume that F ∈ ker(RSRT − µ), F 6≡ 0. Then we must have

F (z)(1− µz2) = T (z)F (0) + zS(z)
(
F ′(0)− T ′(0)F (0)

)
=

= T (z)φ0 + zS(z)φ1 ,
(4.5)

with certain φ0, φ1 ∈ C, not both zero. In the sequel always put ν := (
√
µ)−1

where we choose e.g. the square root lying in the right half plane. From (4.5) we
see that

T (ν)φ0 + νS(ν)φ1 = 0
T (−ν)φ0 − νS(−ν)φ1 = 0 . (4.6)

Hence,

0 = det
(
T (ν) νS(ν)
T (−ν) −νS(−ν)

)
= (−ν)US,T (ν) ,

and we conclude that the inclusion ”⊆” in (4.2) holds.
Conversely, assume that µ ∈ C \ {0} and that US,T (ν) = 0 where again

ν = (
√
µ)−1. Then the system (4.6) of linear equations has nontrivial solutions. If

(φ0, φ1) is any such nontrivial solution of (4.6), the function

F (z) :=
1

1− µz2

[
T (z)φ0 + zS(z)φ1

]
is entire and belongs to the space H. We have F (0) = φ0 and

F ′(0) = lim
z→0

F (z)− φ0

z
= lim

z→0

1
1− µz2

[T (z)− 1
z

φ0 + S(z)φ1

]
=

= T ′(0)φ0 + φ1 .

Hence F satisfies the first equality in (4.5) and thus belongs to ker(RSRT − µ).
The formulas (4.3) and (4.4) for Eλ now follow on solving the linear system

(4.6).
❑
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4.4. Lemma. Assume that E ∈ HB, E(0) = 1, and denote by K(w, z) the repro-
ducing kernel of the space H(E). Let z, w ∈ C, w 6= 0, z 6= w. Then

REK(w, z) =
1

2πizw(w − z)

[
wE(w)

(
E(z)− E#(z)

)
− zE(z)

(
E(w)− E#(w)

)]
.

Proof. We substitute in the definition of RE :

REK(w, z) =
1
z

[E(z)E#(w)− E(w)E#(z)
2πi(w − z)

− E(z)
E(w)− E#(w)

2πiw

]
=

=
1

2πizw(w − z)

[
wE(z)E#(w)− wE(w)E#(z)−

−(w − z)
(
E(z)E#(w)− E(z)E(w)

)]
=

=
1

2πizw(w − z)

[
− wE(w)E#(z) + wE(z)E(w) + zE(z)E#(w)− zE(z)E(w)

]
=

=
1

2πizw(w − z)

[
wE(w)

(
E(z)− E#(z)

)
− zE(z)

(
E(w)− E#(w)

)]
.

❑

4.5. Theorem. Let H be a dB-space, dH = 0, let S ∈ D \ C and let ρ > 0 be such
that H = H(ρ−1S) (H = H(ρ−1S#), respectively). The zeros of the function

US,S#(z) = S(z)S#(−z) + S(−z)S#(z)

are real, simple, nonzero, and symmetric with respect to 0. Denote the sequence of
positive zeros of US,S# by

0 < µ1 < µ2 < . . . .

Then the s-numbers of the operator RS are given as

sj(RS) =
1
µj
, j = 1, 2, . . .

In the Schmidt-representation RS =
∑
sj(., φj)ψj we have

φj(z) = ρ
√

2π
S(−µj)K(µj , z) + S(µj)K(−µj , z)

|S(µj)S#(−µj)U ′S,S#(µj)|
1
2

, (4.7)

ψj(z) = ρ
√

2π
S(−µj)K(µj , z)− S(µj)K(−µj , z)

|S(µj)S#(−µj)U ′S,S#(µj)|
1
2

. (4.8)

Proof. Let us first assume that H = H(E) and determine the Schmidt-
representation of RE . By Lemma 4.3 the zeros of U := UE,E# (= UE#,E) are
exactly the eigenvalues of the selfadjoint operator RERE# and, hence, are all
real. The fact that all zeros of U are simple will follow from the following relation
which holds for all λ with U(λ) = 0:

1
2πi

U ′(λ)E(λ)E#(−λ) =
∥∥E(−λ)K(λ, z)± E(λ)K(−λ, z)

∥∥2
. (4.9)
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In order to establish this formula we compute the norm on the right hand side of
(4.9):

∥∥E(−λ)K(λ, z)± E(λ)K(−λ, z)
∥∥2 =

= |E(−λ)|2K(λ, λ) + |E(λ)|2K(−λ,−λ)±

±
[
E(−λ)E(λ)K(λ,−λ) + E(λ)E(−λ)K(−λ, λ)

]
.

Since λ ∈ R and E(λ)E#(−λ) = −E(−λ)E#(λ) the term in the square bracket
vanishes:

E(−λ)E#(λ)
(E(−λ)E#(λ)− E(λ)E#(−λ)

2πi(2λ)

)
+

+E(λ)E#(−λ)
(E(λ)E#(−λ)− E(−λ)E#(λ)

2πi(−2λ)

)
=

=
1

2πiλ

[(
E(−λ)E#(λ)

)2 − (E(λ)E#(−λ)
)2] = 0 .

The first two summands compute as

E(−λ)E#(−λ)
(E′(λ)E#(λ)− E(λ)E′(λ)#

−2πi

)
+

+E(λ)E#(λ)
(E′(−λ)E#(−λ)− E(−λ)E′(−λ)#

−2πi

)
=

=
E(−λ)E#(λ)

−2πi

(
E′(λ)E#(−λ)− E(λ)E′(−λ)#

)
+

+
E(λ)E#(−λ)

−2πi

(
− E(−λ)E′(λ)# + E′(−λ)E#(λ)

)
=

=
E(−λ)E#(λ)

−2πi

[
E′(λ)E#(−λ)− E(λ)E′(−λ)#+

+E(−λ)E′(λ)# − E′(−λ)E#(λ)
]

=
E(−λ)E#(λ)

−2πi
U ′(λ) .

By definition the singular values of RE are the positive roots of the eigenvalues of
R∗

ERE = RE#RE and hence sj(RE) = µ−1
j .

The elements φj in the Schmidt-representation for RE are the members of
the orthogonal system of eigenvectors of R∗

ERE . Note here that by Lemma 4.3 the
operator R∗

ERE has only simple eigenvalues. Hence φj must be a scalar multiple
of the function

1
µ2

j − z2

[
E(z)µjE

#(µj)− E#(z)zE(µj)
]
.
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We compute (U(λ) = 0)

E(−λ)K(λ, z) + E(λ)K(−λ, z) =

= E(−λ)
E(z)E#(λ)− E(λ)E#(z)

2πi(λ− z)
+ E(λ)

E(z)E#(−λ)− E(−λ)E#(z)
2πi(−λ− z)

=

=
E(−λ)

2πi

[E(z)E#(λ)− E(λ)E#(z)
λ− z

+
E(z)E#(λ) + E(λ)E#(z)

λ+ z

]
=

=
E(−λ)
πi

E(z)E#(λ)λ− E(λ)E#(z)z
λ2 − z2

.

By virtue of (4.9) we may take φj as stated in (4.7).
It remains to identify the elements ψj . First note that they must form an

orthonormal system of eigenvalues of RER∗
E . Hence ψj is a scalar multiple of

1
µ2

j − z2

[
E(z)zE#(µj)− E#(z)µjE(µj)

]
.

A similar computation as in the previous paragraph shows that ψj henceforth is
a scalar multiple of the function

E(−λ)K(λ, z)− E(λ)K(−λ, z) .
In order to prove (4.8) it is therefore sufficient to evaluate at a point z = z0 with
ψj(z0) 6= 0 in the equation

REφj =
1
µj
ψj . (4.10)

We have (U(λ) = 0)

E(−λ)K(λ, 0)− E(λ)K(−λ, 0) =

= E(−λ)
E#(λ)− E(λ)

2πiλ
− E(λ)

E#(−λ)− E(−λ)
2πi(−λ)

=
−E(−λ)E(λ)

πiλ
.

Note that this value is nonzero. In order to evaluate the left hand side of (4.10)
we use Lemma 4.4:

RE

(
E(−λ)K(λ, z) + E(λ)K(−λ, z)

)
=

=
E(−λ)

2πiλ(λ− z)

[
λE(λ)

E(z)− E#(z)
z

− E(z)
(
E(λ)− E#(λ)

)]
+

E(λ)
2πiλ(λ+ z)

[
− λE(−λ)

E(z)− E#(z)
z

− E(z)
(
E(−λ)− E#(−λ)

)]
.

Letting z tend to 0 we see that the first summands of each square bracket cancel.
For λ with U(λ) = 0, therefore,

RE

(
E(−λ)K(λ, 0) + E(λ)K(−λ, 0)

)
=
−E(−λ)E(λ)

πλ2
,

and we obtain the desired representation of RE .
Let S ∈ D \ C be given. We reduce the assertion to the already proved case.
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Assume that S ∈ G and write S = ρE with ρ > 0 and H = H(E). We saw
that

RS = RE =
∑

sj

(
., φj(E)

)
ψj(E) ,

where φj(E) and ψj(E) denote the elements (4.7) and (4.8) with E instead of S.
Then

φj(E) =
√

2π
E(−µj)K(µj , z) + E(µj)K(−µj , z)

|E(µj)E#(−µj)U ′E,E#(µj)|
1
2

=

=
√

2π
ρ−1

(
S(−µj)K(µj , z) + S(µj)K(−µj , z)

)
ρ−2|S(µj)S#(−µj)U ′S,S#(µj)|

1
2

.

The same computation applies to ψj(E) and hence the assertion of the theorem
follows for S ∈ G.

Assume finally that S ∈ G# and write S = ρE# with ρ > 0 and H = H(E).
We have

RS = RE# =
(
RE

)∗ =
∑

sj

(
., ψj(E)

)
φj(E) .

The element φj(E) computes as

φj(E) = ρ
√

2π
S(−µj)K(µj , z) + S(µj)K(−µj , z)

|S#(µj)S(−µj)U ′S#,S
(µj)|

1
2

.

Since US#,S(µj) = 0, it follows that this expression is equal to

ρ
√

2π
S(−µj)K(µj , z)− S(µj)K(−µj , z)

|S(µj)S#(−µj)U ′S,S#(µj)|
1
2

· S(−µj)
S(−µj)

.

Analogously

ψj(E) = ρ
√

2π
S(−µj)K(µj , z) + S(µj)K(−µj , z)

|S(µj)S#(−µj)U ′S,S#(µj)|
1
2

· S(−µj)
S(−µj)

,

and henceforth also in the case S ∈ G# the assertion of the theorem follows.
❑

4.6. Corollary. Let E be a Hermite-Biehler function of finite order ρ > 1 and
assume that E can be written as

E(z) = e−iaz
∏
n∈N

(
1− z

zn

)
exp

[
zRe

1
zn

+ . . .+
zp

p
Re

1
zp
n

]
, (4.11)

with a ≥ 0 and zn ∈ C−, compare [KW3, Lemma 3.12]. Then the order of the
function

F (z) := E(z)E#(−z) + E(−z)E#(z)

is also equal to ρ.
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Proof. First of all let us note that, since E is of the form (4.11) and we assume
that ρ > 1, the order of the product

∏
n∈N(1 − z

zn
) exp[zRe 1

zn
+ . . . + zp

p Re 1
zp

n
]

must also be equal to ρ.
The fact that the order of F does not exceed the order of E is clear. Assume

that the order of F is ρ′ < ρ and choose ε > 0 such that 1 < ρ′ + ε < ρ′ + 2ε < ρ.
Denote by µk the sequence of zeros of F , then the series

∑
k |µk|−(ρ′+ε) is

convergent. By the above theorem the operator RE in the space H(E) belongs to
the class Sρ′+ε. By the proof of Lemma 2.1 for every S ∈ AssocH(E) we have
RS ∈ Sρ′+ε.

Consider the function A(z) := 1
2 (E(z) + E#(z)), and denote by (λk) the

sequence of its zeros. Since RA is a selfadjoint operator of the class Sρ′+ε and its
spectrum coincides with {λk}, we know that

∑
k |λk|−(ρ′+ε) converges. By [KW3,

Theorem 3.17], applied with the growth function λ(r) := rρ′+2ε, we obtain that
there exists a Hermite-Biehler function E1 of order ρ′′ ≤ ρ + 2ε and a real and
zero free function C such that

H(E) = C · H(E1) .

By [KW3, Lemma 2.4], it follows that

H(E1) =
1
C
H(E) = H(

1
C
E) ,

and in particular C−1E ∈ AssocH(E1). Thus the order of C−1E cannot exceed the
order of ρ′′ of E1. However, since C is zero free and E is of the form (4.11), certainly
the order of C−1E is at least equal to ρ and we have reached a contradiction.

❑

The sequence of zeros of the function US,S# can be obtained from the knowl-
edge of a phase function. Recall from [dB, Problem 48] that, if E ∈ HB, a phase
function is a continuous function ϕ : R → R such that

E(t)eiϕ(t) ∈ R.
By this relation the function ϕ is uniquely determined up to integer multiples of π.

4.7. Lemma. Let E ∈ HB be given and let ϕ be a phase function of E. Then
UE,E#(t) = 0 if and only if

ϕ(t)− ϕ(−t) ≡ π

2
mod π .

Proof. We have for t ∈ R

UE,E#(t) = E#(−t)E#(t)
[ E(t)
E#(t)

+
E(−t)
E#(−t)

]
.

Both summands in the square bracket are complex numbers of modulus 1. Hence
their sum vanishes if and only if their arguments differ by an odd multiple of π,
i.e.

arg
E(t)
E#(t)

≡ arg
E(−t)
E#(−t)

+ π mod 2π.
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Since

arg
E(t)
E#(t)

≡ −2ϕ(t) mod 2π, arg
E(−t)
E#(−t)

≡ −2ϕ(−t) mod 2π,

we obtain
−2ϕ(t) ≡ −2ϕ(−t) + π mod 2π.

❑

4.8. Remark. Assume that E satisfies the functional equation E#(z) = E(−z).
Then E(0) ∈ R, hence we may choose a phase function ϕ such that ϕ(0) = 0.
Then ϕ is an odd function and hence UE,E#(t) = 0 if and only if

ϕ(t) ≡ π

4
mod

π

2
.

This observation is explained by the fact that in the present case the function
UE,E# can be factorized as

UE,E#(z) = 4Sπ
4
(z)S 3π

4
(z).

5. Spaces symmetric about the origin

Let us consider the situation that the dB-space H is symmetric with respect to
the origin (cf. [dB]), i.e. has the property that the mapping F (z) 7→ F (−z) is an
isometry of H into itself. By [dB, Theorem 47] an equivalent property is that H
can be written as H = H(E) with some E ∈ HB satisfying

E#(z) = E(−z), z ∈ C. (5.1)

This symmetry property can also be read off the reproducing kernel K(w, z) of
the space H: In order that H is symmetric about the origin it is necessary and
sufficient that

K(w, z) = K(−w,−z), w, z ∈ C . (5.2)

A space H being symmetric about the origin can be decomposed orthogonally as

H = Hg ⊕Hu , (5.3)

where
Hg :=

{
F ∈ H : F (−z) = F (z)

}
,

Hu :=
{
F ∈ H : F (−z) = −F (z)

}
.

The orthogonal projections P g : H → Hg and Pu : H → Hu are given by(
P gF

)
(z) =

F (z) + F (−z)
2

,
(
PuF

)
(z) =

F (z)− F (−z)
2

. (5.4)
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In particular the reproducing kernel Kg of Hg (Ku of Hu, respectively) is given
by

Kg(w, z) =
1
2

(
K(w, z) +K(w,−z)

)
=

1
2

(
K(w, z) +K(−w, z)

)
,

Ku(w, z) =
1
2

(
K(w, z)−K(w,−z)

)
=

1
2

(
K(w, z)−K(−w, z)

)
.

(5.5)

Taking (5.3) as a fundamental decomposition H can be regarded as a Krein space
〈H, [., .]〉, [., .] = (J ., .) where the fundamental symmetry J is given by

J =
(
I 0
0 −I

)
:

Hg

⊕
Hu

−→
Hg

⊕
Hu

.

Note that, by the formulas (5.4), J is nothing else but the isometry (JF )(z) =
F (−z).

5.1. Theorem. Assume that H, dH = 0, is symmetric with respect to the origin
and write H = H(E) where E ∈ HB× satisfies (5.1) and E(0) > 0. Then the
operator −iRE is selfadjoint in the Krein space 〈H, [., .]〉. In fact,

−iJRE =
∑

j

(−1)j+1sj

(
., φj

)
φj , (5.6)

where {
(−1)j+1sj : j = 1, 2, . . .

}
=
{
w ∈ C : Sπ

2
(
1
w

) = 0
}
.

Let λ ∈ σ(−iRE)\{0} and let eλ be a corresponding eigenvector. Then eλ is neutral
if and only if either λ 6∈ R or −iλ−1 ∈ iR− is a multiple root of E. Denote by n̂(t)
the number of zeros of E lying in [0,−it] counted according to their multiplicities.
If −iλ−1 ∈ iR− is a simple root of E, then

sgn[eλ, eλ] = (−1)n̂(λ−1)+1. (5.7)

Proof. Let RE =
∑

j sj(., φj)φj be the Schmidt-representation of RE . Then

−iJRE =
∑

j

(−i)sj(., φj)Jψj ,

and hence establishing (5.6) amounts to show that

Jψj = i(−1)j+1φj . (5.8)

From (5.6) selfadjointness with respect to [., .] follows immediately.
The function ψj is given by (4.8) and we obtain from (5.2)

1√
π

∣∣E(µj)
∣∣ · ∣∣U ′E,E#(µj)

∣∣ 12 · Jψj = J
[
E(−µj)K(µj , z)− E(µj)K(−µj , z)

]
=

= E(−µj)K(−µj , z)− E(µj)K(µj , z) = E(µj)K(µj , z)− E(µj)K(−µj , z) .
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Let ϕ be the phase function with ϕ(0) = 0, then by Remark 4.8 the numbers
µj = s−1

j are such that

ϕ(µj) =
π

4
+ (j − 1)

π

2
, (5.9)

which means that
argE(µj) = i

(π
4
− j

π

2
)
.

From this we obtain

E(µj) =
∣∣E(µj)

∣∣e−i( π
4−j π

2 ) = E(µj)e−2i( π
4−j π

2 ) = E(µj)(−i)(−1)j ,

and by symmetry E(−µj) = E(−µj)i(−1)j . Thus we have

E(µj)K(µj , z)− E(µj)K(−µj , z) =

= i(−1)j+1
[
E(−µj)K(µj , z) + E(µj)K(−µj , z)

]
,

and (5.8) follows. Next note that, since ϕ is odd, (5.9) implies

ϕ
(
(−1)j+1µj

)
=

{
π
4 + j−1

2 π , j odd
π
4 −

j
2π , j even

,

and hence (−1)j+1µj , j = 1, 3, 5, . . ., enumerates the positive zeros of Sπ
4

and
(−1)j+1µj , j = 2, 4, 6, . . ., the negative zeros of this function.

Let λ ∈ σ(−iRE) be given. By Proposition 2.3 the geometric eigenspace at
λ is one-dimensional and spanned by eλ := K(iλ

−1
, z). The assertion concerning

neutrality of eigenvectors follows from the selfadjointness of RE : If λ 6∈ R the
eigenvector must be neutral. If λ ∈ R and −iλ−1 is a multiple root of E then by
Proposition 2.3 there exists a Jordan chain at λ and, hence, the eigenvector must
be neutral. It remains to consider the case that −iλ−1 is a simple root of E. To
this end we compute (put w := iλ

−1
)[

eλ, eλ

]
=
[
K(w, z),K(w, z)

]
=
(
K(−w, z),K(w, z)

)
= K(−w,w) .

Since w ∈ iR−, we have

K(−w,w) = K(w,w) =
i

2π
(
E′(w)E#(w)− E(w)E#(w)′

)
= iE′(w)

E#(w)
2π

.

From the symmetry relation (5.1) we find that E(iR) ⊆ R. Since E(0) > 0 and E
has no zeros in C+, we have E(iR+) ⊆ R+ and therefore

sgn[eλ, eλ] = sgn iE′(w) .

Consider the function f(t) := E(−it) : [0,∞) → R. Then f(0) > 0 and hence at a
simple zero t0 of f we have

sgn f ′(t0) = (−1)n̂(f,t0) ,

where n̂(f, t0) denotes the number of zeros of f in [0, t0] counted according to their
multiplicities. Since f ′(t) = −iE′(−it) the relation (5.7) follows.

❑
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Let us conclude with giving the matrix representation of RE with respect to
the decomposition (5.3).

5.2. Lemma. With respect to (5.3) the operator RE has the representation

RE =
∑

j

4πi(−1)j+1sj

|U ′
E,E#(µj)|

Mj ,

with

Mj =

( (
. ,Kg(µj , z)

)
Kg(µj , z) i(−1)j

(
. ,Ku(µj , z)

)
Kg(µj , z)

i(−1)j
(
. ,Kg(µj , z)

)
Ku(µj , z) −

(
. ,Ku(µj , z)

)
Ku(µj , z)

)
.

Proof. We determine the decomposition of φj with respect to (5.3). Using (5.9)
we obtain

φj =
√

2π
|E(µj)| · |U ′E,E#(µj)|

1
2
· |E(µj)|√

2
·

·
[(

(−1)[
j
2 ] − i(−1)[

j+1
2 ]
)
K(µj , z) +

(
(−1)[

j
2 ] + i(−1)[

j+1
2 ]
)
K(−µj , z)

]
=

=
2
√
π

|U ′
E,E#(µj)|

1
2

[
(−1)[

j
2 ]Kg(µj , z)− i(−1)[

j+1
2 ]Ku(µj , z)

]
.

Substituting into (5.6) the assertion of the lemma follows.
❑

5.3. Remark. The value of |U ′E,E#(µj)| can be determined from A and B: Making
use of (5.9) we obtain from UE,E#(z) = E(z)2 + E#(z)2 that

U ′E,E#(µj) = 2
√

2|E(µj)|(−1)[
j
2 ]
(
A′(µj) + (−1)jB′(µj)

)
.

Since sgn(−i)E(µj)2 = (−1)j , we obtain from (4.9) that sgnU ′E,E#(µj) = (−1)j

and, hence, conclude that∣∣U ′E,E#(µj)
∣∣ = 2

√
2|E(µj)|(−1)[

j+1
2 ]
(
A′(µj) + (−1)jB′(µj)

)
.
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